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Abstract

The enhanced discretization and solution techniques are among the advanced computational methods we rely on in simulation and modeling of complex flow problems, including those with moving boundaries and interfaces. The set of enhanced discretization and solution techniques includes those based on enhancement in spatial discretization, enhancement in time discretization, and enhancement in iterative solution of nonlinear and linear equation systems. The enhanced-approximation linear solution technique (EALST) was introduced to increase the performance of the iterative technique used in solution of the linear equation systems when some parts of the computational domain may offer more of a challenge for the iterative method than the others. The EALST can be used for computations based on semi-discrete or space–time formulations.
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1. Introduction

In simulation and modeling of complex flow problems, including those with moving boundaries and interfaces, we rely on a number of advanced computational methods. These methods include the stabilized finite element techniques such as the streamline-upwind/Petrov–Galerkin (SUPG) [1,2] and pressure-stabilizing/Petrov–Galerkin (PSPG) [3] formulations, interface-tracking and interface-capturing techniques (see [3–6]), and the enhanced discretization and solution techniques (see [4–9]). An earlier version of the pressure-stabilizing formulation for Stokes flows was reported in [10].

The stabilized formulations prevent numerical oscillations and other instabilities in solving problems with high Reynolds and/or Mach numbers and shocks and strong boundary layers, as well as when using equal-order interpolation functions for velocity and pressure and other unknowns. Furthermore, this class of stabilized formulations substantially improve the convergence rate in iterative solution of the large,
coupled nonlinear equation system that needs to be solved at every time step of a flow computation. Such nonlinear systems are typically solved with the Newton–Raphson method, which involves, at its every iteration step, solution of a large, coupled linear equation system. It is in iterative solution of such linear equation systems that using a good stabilized method makes substantial difference in convergence, and this was pointed out in [11].

The deforming-spatial-domain/stabilized space–time (DSD/SST) formulation [3], developed for moving boundaries and interfaces, is an interface-tracking technique, where the finite element formulation of the problem is written over its space–time domain. At each time step the locations of the interfaces are calculated as part of the overall solution. As the spatial domain occupied by the fluid changes its shape in time, the mesh needs to be updated. In general, this is accomplished by moving the mesh with the automatic mesh moving technique introduced in [12] (where the motions of the nodes are governed by the equations of elasticity) and full or partial remeshing (i.e., generating a new set of elements, and sometimes also a new set of nodes) as needed. We note that the stabilized space–time formulations were used earlier by other researchers to solve problems with fixed spatial domains (see for example [13]).

The interface-capturing techniques have the advantage of being free from mesh update requirements but, for comparable levels of spatial discretization, yield less accurate representation of the interface. The enhanced-discretization interface-capturing technique (EDICT) was introduced in [7] to increase accuracy in representing an interface. In the EDICT, we start with the basic approach of an interface-capturing technique such as the volume of fluid (VOF) method [14]. The Navier–Stokes equations are solved over a nonmoving mesh together with the time-dependent advection equation governing the evolution of an interface function marking the location of the interface. In the stabilized formulations of these two sets of equations to be solved, to increase the accuracy, we use function spaces corresponding to enhanced discretization at and near the interface. A subset of the elements in the base mesh, Mesh-1, are identified as those at and near the interface. A more refined mesh, Mesh-2, is constructed by patching together second-level meshes generated over each element in this subset. The interpolation functions for velocity and pressure will all have two components each: one coming from Mesh-1 and the second one coming from Mesh-2. To further increase the accuracy, we construct a third-level mesh, Mesh-3, for the interface function only. The construction of Mesh-3 from Mesh-2 is very similar to the construction of Mesh-2 from Mesh-1. The interpolation functions for the interface function will have three components, each coming from one of these three meshes. We re-define the subsets over which we build Mesh-2 and Mesh-3 not every time step but with sufficient frequency to keep the interface enveloped in. We need to avoid this envelope being too wide or too narrow.

We note that, functionally, the EDICT would enable us have the benefits one would draw from adaptive local mesh refinement. The EDICT would allow us accomplish this objective without facing the implementational difficulties associated with elements having variable number of nodes. Furthermore, it would allow us accomplish this enhanced-spatial-discretization objective even when the required increase in mesh refinement is large and locally abrupt. The EDICT was followed by a number of extensions and offshoots. These are based on other forms of enhancement in spatial discretization, enhancement in time discretization, and enhancement in iterative solution of nonlinear and linear equation systems.

An offshoot based on enhancement in spatial discretization, for computation of compressible flows with shocks, was reported in [8]. In this extension, the “interface” becomes the shock front. At and near the shock fronts, we use enhanced discretization to increase the accuracy in representing those shocks. More accurate representation of the shock is accomplished while avoiding local mesh refinement involving elements with variable number of nodes or global mesh refinement involving large increases in computational cost. Another offshoot based on enhancement in spatial discretization, for computation of vortex flows, was reported in [9]. In this case the spatial discretization is enhanced where the vorticity magnitude is larger than a specified value.
The enhanced-discretization space–time technique (EDSTT), which was introduced in [5,6], is an offshoot based on enhancement in temporal discretization in the context of a space–time formulation. The EDSTT was developed to have more flexibility in carrying out time-accurate computations of fluid–structure interactions where we find it necessary to use smaller time steps for the structural dynamics part. In general, EDSTT can be used in time-accurate computations where we require smaller time steps in certain parts of the fluid domain. For example, in computation of two-fluid interfaces with the DSD/SST method, time-integration of the equation governing the evolution of the interface (i.e. the interface update equation) may require a smaller time step than the one used for the fluid interiors. This requirement might be coming from numerical stability considerations, when time-integration of the interface update equation does not involve any added stabilization terms.

It can promptly be reasoned that the set of enhanced discretization and solution techniques should also include offshoots based on enhancements in iterative solution of nonlinear and linear equation systems. The enhanced-iteration nonlinear solution technique (EINST) [5,6] and the enhanced-approximation linear solution technique (EALST) [5,6] were introduced as natural complements to the offshoots based on enhancements in spatial and temporal discretizations. The EINST and EALST were developed to increase the performance of the iterative techniques used in solution of the nonlinear and linear equation systems when some parts of the computational domain may offer more of a challenge for the iterative method than the others. These two techniques can be used for computations based on semi-discrete or space–time formulations.

In Section 2, we review the governing equations, and describe the stabilized semi-discrete and space–time formulations in Sections 3 and 4. In Section 5, we provide a brief overview of the iterative methods used for solution of nonlinear and linear equation systems. The EINST and EALST are described in Section 6, and numerical tests based on the EALST are reported in Section 7. Concluding remarks are provided in Section 8.

2. Governing equations

Let $\Omega_t \subset \mathbb{R}^{nd}$ be the spatial fluid mechanics domain with boundary $\Gamma_t$ at time $t \in (0, T)$, where the subscript $t$ indicates the time-dependence of the spatial domain. The Navier–Stokes equations of incompressible flows can be written on $\Omega_t$ and $\forall t \in (0, T)$ as

$$
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \mathbf{f} \right) - \nabla \cdot \mathbf{\sigma} = 0, \\
\nabla \cdot \mathbf{u} = 0,
$$

where $\rho$, $\mathbf{u}$ and $\mathbf{f}$ are the density, velocity and the external force, respectively. The stress tensor $\mathbf{\sigma}$ is defined as

$$
\mathbf{\sigma}(\rho, \mathbf{u}) = -p \mathbf{I} + 2\mu \varepsilon(\mathbf{u}).
$$

Here $p$ is the pressure, $\mathbf{I}$ is the identity tensor, $\mu = \rho \nu$ is the viscosity, $\nu$ is the kinematic viscosity, and $\varepsilon(\mathbf{u})$ is the strain-rate tensor:

$$
\varepsilon(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T).
$$

The essential and natural boundary conditions for Eq. (1) are represented as

$$
\mathbf{u} = \mathbf{g} \quad \text{on} \quad (\Gamma_t)_g, \quad \mathbf{n} \cdot \mathbf{\sigma} = \mathbf{h} \quad \text{on} \quad (\Gamma_t)_h,
$$
where \( (\Gamma_i)_s \) and \( (\Gamma_i)_h \) are complementary subsets of the boundary \( \Gamma_i \), \( n \) is the unit normal vector, and \( g \) and \( h \) are given functions. A divergence-free velocity field \( \mathbf{u}_0(\mathbf{x}) \) is specified as the initial condition. If the spatial domain does not need to change with respect to time, the subscript \( t \) can be dropped from \( \Omega_t \) and \( \Gamma_t \).

As an equation possessing some of the significant features of Eq. (1), we consider the following time-dependent advection–diffusion equation, written on \( \Omega \) and \( \forall t \in (0, T) \) as

\[
\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi - \nabla \cdot (\nu \nabla \phi) = 0, \tag{6}
\]

where \( \phi \) represents the quantity being transported (e.g., temperature, concentration), and \( \nu \) is the diffusivity, which is separate from (but in mathematical significance very comparable to) the \( \nu \) representing the kinematic viscosity. The essential and natural boundary conditions associated with Eq. (6) are represented as

\[
\phi = g \quad \text{on} \; \Gamma_g, \quad \mathbf{n} \cdot \nabla \phi = h \quad \text{on} \; \Gamma_h. \tag{7}
\]

A function \( \phi_0(\mathbf{x}) \) is specified as the initial condition.

### 3. Stabilized semi-discrete formulations

For the advection–diffusion equation given by Eq. (6), let us assume that we have constructed some suitably-defined finite-dimensional trial solution and test function spaces \( \mathcal{S}_h^k \) and \( \mathcal{T}_h^k \). The stabilized finite element formulation can then be written as follows: find \( \phi_h^k \in \mathcal{S}_h^k \) such that \( \forall \mathbf{w}_h^k \in \mathcal{T}_h^k \):

\[
\int_{\Omega} \mathbf{w}_h^k \cdot \left( \frac{\partial \phi_h^k}{\partial t} + \mathbf{u}^h \cdot \nabla \phi_h^k \right) \, d\Omega + \int_{\Omega} \mathbf{v}_h^k \cdot \nabla \phi_h^k \, d\Omega - \int_{\Gamma_t} \mathbf{w}_h^k \cdot \mathbf{n} \, d\Gamma \\
+ \sum_{e=1}^{n_e} \int_{\Gamma_e} \tau_{\text{SUPG}} \mathbf{u}_h^k \cdot \nabla \phi_h^k \left( \frac{\partial \phi_h^k}{\partial t} + \mathbf{u}^h \cdot \nabla \phi_h^k - \nabla \cdot (\nu \nabla \phi_h^k) \right) \, d\Omega = 0. \tag{8}
\]

Here \( n_e \) is the number of elements, \( \Omega_e \) is the domain for element \( e \), and \( \tau_{\text{SUPG}} \) is the SUPG stabilization parameter. For various ways of calculating \( \tau_{\text{SUPG}} \), see [15,16].

For the Navier–Stokes equations of incompressible flows, given by Eqs. (1) and (2), let us assume that we have some suitably-defined finite-dimensional trial solution and test function spaces for velocity and pressure: \( \mathcal{S}_h^k \), \( \mathcal{T}_h^k \), \( \mathcal{S}_h^k \) and \( \mathcal{T}_h^k \). The stabilized finite element formulation can then be written as follows: find \( \mathbf{u}_h^k \in \mathcal{S}_h^k \) and \( p_h^k \in \mathcal{T}_h^k \) such that \( \forall \mathbf{w}_h^k \in \mathcal{T}_h^k \) and \( \mathbf{q}_h^k \in \mathcal{T}_h^k \):

\[
\int_{\Omega} \mathbf{w}_h^k \cdot \rho \left( \frac{\partial \mathbf{u}_h^k}{\partial t} + \mathbf{u}_h^k \cdot \nabla \mathbf{u}_h^k - \mathbf{f}_h^k \right) \, d\Omega + \int_{\Omega} \mathbf{e}(\mathbf{w}_h^k) : \mathbf{\sigma}(p_h^k, \mathbf{u}_h^k) \, d\Omega - \int_{\Gamma_t} \mathbf{w}_h^k \cdot \mathbf{h}_h^k \, d\Gamma \\
+ \int_{\Omega} \mathbf{q}_h^k \cdot \mathbf{u}_h^k \, d\Omega + \sum_{e=1}^{n_e} \int_{\Gamma_e} \frac{1}{\rho} \left[ \tau_{\text{SUPG}} \rho \mathbf{u}_h^k \cdot \nabla \mathbf{w}_h^k + \tau_{\text{PSPG}} \nabla \cdot (\mathbf{w}_h^k) \cdot [L(p_h^k, \mathbf{u}_h^k) - \rho \mathbf{f}_h^k] \right] \, d\Omega \\
+ \sum_{e=1}^{n_e} \int_{\Gamma_e} \nu_{\text{LSIC}} \mathbf{V} \cdot \mathbf{w}_h^k \rho \mathbf{V} \cdot \mathbf{u}_h^k \, d\Omega = 0, \tag{9}
\]

where

\[
L(q_h^k, w_h^k) = \rho \left( \frac{\partial w_h^k}{\partial t} + \mathbf{u}_h^k \cdot \nabla w_h^k \right) - \mathbf{V} \cdot \sigma(q_h^k, w_h^k). \tag{10}
\]

Here \( \tau_{\text{PSPG}} \) and \( \nu_{\text{LSIC}} \) are the PSPG and LSIC (least-squares on incompressibility constraint) stabilization parameters. For various ways of calculating \( \tau_{\text{PSPG}} \) and \( \nu_{\text{LSIC}} \), see [15,16].
4. DSD/SST finite element formulation

In the DSD/SST method [3], the finite element formulation of the governing equations is written over a sequence of \( N \) space–time slabs \( Q_n \), where \( Q_n \) is the slice of the space–time domain between the time levels \( t_n \) and \( t_{n+1} \). At each time step, the integrations involved in the finite element formulation are performed over \( Q_n \). The space–time finite element interpolation functions are continuous within a space–time slab, but discontinuous from one space–time slab to another. The notation \((\cdot)^-_{n} \) and \((\cdot)^+_{n} \) denotes the function values at \( t_n \) as approached from below and above. Each \( Q_n \) is decomposed into elements \( Q_{n}^e \), where \( e = 1, 2, \ldots, (n_{el})_n \). The subscript \( n \) used with \( n_{el} \) is for the general case in which the number of space–time elements may change from one space–time slab to another. The Dirichlet- and Neumann-type boundary conditions are enforced over \((P_n)_e \) and \((P_n)_{el} \), the complementary subsets of the lateral boundary of the space–time slab. The finite element trial function spaces \((\mathcal{S}^{h}_{u})_n \) for velocity and \((\mathcal{S}^{h}_{p})_n \) for pressure, and the test function spaces \((\mathcal{R}^{h}_{u})_n \) and \((\mathcal{R}^{h}_{p})_n = (\mathcal{S}^{h}_{p})_n \) are defined by using, over \( Q_n \), first-order polynomials in both space and time. The DSD/SST formulation [3,16] is written as follows: given \((\mathbf{u}^h)^-_{n} \), find \( \mathbf{u}^h \in (\mathcal{S}^{h}_{u})_n \) and \( p^h \in (\mathcal{S}^{h}_{p})_n \) such that \( \forall \mathbf{w}^h \in (\mathcal{R}^{h}_{u})_n \) and \( q^h \in (\mathcal{R}^{h}_{p})_n \):

\[
\begin{align*}
\int_{Q_n} \mathbf{w}^h \cdot \rho \left( \frac{\partial \mathbf{u}^h}{\partial t} + \mathbf{u}^h \cdot \nabla \mathbf{u}^h - \mathbf{f}^h \right) d\Omega &+ \int_{Q_n} \mathbf{e}(\mathbf{w}^h) : \sigma(p^h, \mathbf{u}^h) d\Omega - \int_{(P_n)_{el}} \mathbf{w}^h \cdot \mathbf{d} P \\
&+ \int_{Q_n} q^h \mathbf{V} \cdot \mathbf{u}^h d\Omega + \int_{(P_n)_e} (\mathbf{w}^h)^+_n \cdot \rho ((\mathbf{u}^h)^+_n - (\mathbf{u}^h)^-_n) d\Omega \\
&+ \sum_{e=1}^{(n_{el})_n} \int_{Q_n} \frac{1}{\rho} \left[ \tau_{\text{SUPG}} \left( \frac{\partial \mathbf{w}^h}{\partial t} + \mathbf{u}^h \cdot \nabla \mathbf{w}^h \right) + \tau_{\text{PSPG}} \nabla q^h \right] : [\mathbf{L}(p^h, \mathbf{u}^h) - \rho \mathbf{f}^h] d\Omega \\
&+ \sum_{e=1}^{n_{el}} \int_{Q_n^e} v_{\text{LSIC}} \mathbf{V} \cdot \mathbf{w}^h \rho \mathbf{V} \cdot \mathbf{u}^h d\Omega = 0. 
\end{align*}
\]

This formulation is applied to all space–time slabs \( Q_0, Q_1, Q_2, \ldots, Q_{N-1} \), starting with \((\mathbf{u}^h)^-_{1} = \mathbf{u}_0 \). For an earlier, detailed reference on the DSD/SST formulation see [3]. The DSD/SST formulation of Eq. (6) can be written in a similar fashion.

5. Iterative solution methods

The finite element formulations described in the earlier sections fall into two categories: a space–time formulation with moving meshes or a semi-discrete formulation with nonmoving meshes. Full discretizations of these formulations lead to coupled, nonlinear equation systems that need to be solved at every time step of the simulation. Whether we are using a space–time formulation or a semi-discrete formulation, we can represent the equation system that needs to be solved as follows:

\[ \mathbf{N}(\mathbf{d}_{n+1}) = \mathbf{F}. \]

Here \( \mathbf{d}_{n+1} \) is the vector of nodal unknowns. In a semi-discrete formulation, this vector contains the unknowns associated with marching from time level \( n \) to \( n + 1 \). In a space–time formulation, it contains the unknowns associated with the finite element formulation written for the space–time slab \( Q_n \). The time-marching formulations described earlier can also be used for computing a steady-state flow. In such cases time does not have a physical significance, but is only used in time-marching to the steady-state solution.
We solve Eq. (12) with the Newton–Raphson method:

\[
\frac{\partial N}{\partial d} \bigg|_{d_{n+1}^i} \left( \Delta d_{n+1}^i \right) = F - N(d_{n+1}^i),
\]

where \( i \) is the step counter for the Newton–Raphson sequence, and \( \Delta d_{n+1}^i \) is the increment computed for \( d_{n+1}^i \). The linear equation system represented by Eq. (13) needs to be solved at every step of the Newton–Raphson sequence. We can represent Eq. (13) as a linear equation system of the form

\[
Ax = b.
\]

In the class of computations we typically carry out, this equation system would be too large to solve with a direct method. Therefore we solve it iteratively. At each iteration, we need to compute the residual of this system:

\[
r = b - Ax.
\]

This can be achieved in several different ways. The computation can be based on a sparse-matrix storage of \( A \). It can also be based on storing just element-level matrices (element-matrix-based), or even just element-level vectors (element-vector-based). This last strategy is also called the matrix-free technique. After the residual computation, we compute a candidate correction to \( x \) as given by the expression

\[
\Delta y = P^{-1}r,
\]

where \( P \), the preconditioning matrix, is an approximation to \( A \). \( P \) has to be simple enough to form and factorize efficiently. However, it also has to be sophisticated enough to yield a desirable convergence rate. How to update the solution vector \( x \) by using \( \Delta y \) is also a major subject in iterative solution techniques. Several update methods are available, and we use the GMRES [17] method. We have been focusing our research related to iterative methods mainly on computing the residual \( r \) efficiently and selecting a good preconditioner \( P \). While moving in this direction, we have always been keeping in mind that the iterative solution methods we develop need to be efficiently implemented on parallel computing platforms. For example, the “parallel-ready” methods we designed for the residual computations include those that are element-matrix-based [18], element-vector-based [18], and sparse-matrix-based [19]. The element-vector-based methods were successfully used also by other researchers in the context of parallel computations (see for example [20,21]).

In preconditioning design, we developed some advanced preconditioners such as the clustered-element-by-element (CEBE) preconditioner [22] and the mixed CEBE and cluster companion (CC) preconditioner [22]. We have implemented, with quite satisfactory results, the CEBE preconditioner in conjunction with an ILU approximation [19]. However, our typical computations are based on diagonal and nodal-block-diagonal preconditioners. These are very simple preconditioners, but are also very simple to implement on parallel platforms. More on our parallel implementations can be found in [18].

6. Enhanced solution techniques

Sometimes, some parts of the computational domain may offer more of a challenge for the Newton–Raphson method than the others. This might happen, for example, at the fluid–solid interface in a fluid–structure interaction problem, and in such cases the nonlinear convergence might become even a bigger challenge if the structure is going through buckling or wrinkling. It might also happen at a fluid–fluid interface, for example, if the interface is very unsteady. In the EINST [5,6] as a variation of the Newton–Raphson method, we propose to use sub-iterations in the parts of the domain where we are facing a nonlinear convergence challenge. This could be implemented, for example, by identifying the nodes of the zones where we need enhanced iterations, and performing multiple iterations for those nodes for each
iteration we perform for all other nodes. Or, at every time step, we can let those nodes have a “head start” of several iterations prior to commencing iterations for all other nodes. In time-accurate computations of fluid–structure interactions with the EDSTT, the EINST can be used to allow for a larger number of nonlinear iterations for the structure.

In some challenging cases, using a diagonal or nodal-block-diagonal preconditioners might not lead to a satisfactory level of convergence at some locations, in the parts of the domain posing the challenge. This might happen, for example, in a fluid–structure interaction problem, where the structure or the fluid zones near the structure might be suffering from convergence problems. The situation might become worse if the structure is going through buckling or wrinkling. It might also happen at a fluid–fluid interface. In the EALST [5,6], we propose to use stronger approximations for the parts of the domain where we are facing convergence challenges. This could be implemented, for example, by identifying the elements covering the zones where we need enhanced approximation, and reflecting this in defining the element-level constituents of the approximation matrix. For example, for the elements that need stronger approximations, we can use as the element-level approximation matrix the full element-level matrix, while for all other elements we use a diagonal element-level matrix. This particular EALST can be summarized by first expressing the assembly process for $A$ and $P$ as

$$A = \sum_{e=1}^{n_{el}} A_e, \quad \text{(17)}$$

$$P = \sum_{e=1}^{n_{el}} P_e, \quad \text{(18)}$$

where $A$ is the finite element assembly operator, and then defining $P_e$ for the elements belonging to the enhanced-approximation and diagonal-approximation groups:

$$P_e = \begin{cases} A_e & \text{for Enhanced Approximation Group}, \\ \text{DIAG}(A_e) & \text{for Diagonal Approximation Group}. \end{cases} \quad \text{(19)}$$

Here DIAG represents a diagonal or nodal-block-diagonal approximation operator. We note that in factorizing the sub-matrices of $P$ corresponding to the enhanced-approximation group, we can use a direct solution method, or, as an alternative, a second-level iteration sequence. This second-level iteration sequence would have its own preconditioner (possibly a diagonal or nodal-block-diagonal preconditioner) and its own GMRES vector space (possibly shorter than the GMRES vector space used in the first-level iterations). To differentiate between these two versions of the EALST, we will call them EALST-D and EALST-I.

In EINST and EALST, elements can be selected to the enhanced group (enhanced-iteration group in EINST and enhanced-approximation group in EALST) in a static or dynamic way. In the static way, the elements would be selected to the enhanced group based on what we know in advance about the flow problem. Elements in the parts of the mesh that are expected to offer more of a challenge during a computation would belong to the enhanced group. For example, in a fluid–structure interaction computation, a thin layer of fluid elements around the structure could be defined as the enhanced group. In the dynamic way, elements would be selected to the enhanced group based on identifying the nodes with the highest normalized residuals or lowest residual reduction rates. For example, elements connected to the nodes with the lowest 10% residual reduction rates could be defined as the enhanced group. The residuals being examined are those for the nonlinear equation system in EINST and the linear equation system in EALST. In the dynamic way, the enhanced group would not be re-defined every time step. They would be re-defined frequently enough so that in between re-defining the enhanced group we can expect to maintain substantial
overlap between the elements in the enhanced group and the elements connected to the nodes with the lowest residual reduction rates.

7. Test computations

In this section we present results from 2D test computations for problems governed by the advection–diffusion equation and the Navier–Stokes equations of incompressible flows. The stabilized finite element formulation used is given by Eq. (8) for the advection–diffusion equation and by Eq. (11) for the Navier–Stokes equations. We compare the solutions obtained with EALST-D and EALST-I with the solutions obtained with a diagonal preconditioner. For all test computations with the advection–diffusion equation, the domain size is $1.5 \times 1.5$, and the finite element mesh is uniform, consists of triangular elements, and has $61 \times 61$ nodes. For the advection–diffusion test computations, the enhanced-approximation group is identified in a static way for the steady cases and in a dynamic way for the unsteady ones. In the dynamic way, elements connected to the nodes with the highest 10% of the initial residuals (in iterative solution of the linear version of Eq. (12)) are selected to the enhanced-approximation group. In advection–diffusion tests, when the problem involves a cosine profile or hill, the corresponding dimensionless wave number ($q = kh$), defined based on the nodal spacing ($h$), is 0.3142.

7.1. Steady diffusion

The finite element mesh, the enhanced-approximation zone, and a sketch of the exact solution are shown in Fig. 1. The nodal residual distributions for the linear equation system at the end of the computations with the diagonal preconditioner, EALST-D, and EALST-I are shown in Fig. 2. In all three cases, the number of outer and inner GMRES iterations are 1 and 75. For the EALST-I, the number of outer and inner GMRES iterations for the second-level iteration sequence associated with the enhanced-approximation zone are 1 and 20. The EALST results in substantially reduced nodal residuals in the enhanced-approximation zone.

7.2. Steady advection

The finite element mesh, the enhanced-approximation zone, and a sketch of the exact solution are shown in Fig. 3. The flow field is rotational and counter-clock-wise. Along an internal line, the value of $\phi$ is specified to be a cosine profile. The nodal residual distributions for the linear equation system at the end of the computations with the diagonal preconditioner, EALST-D, and EALST-I are shown in Fig. 4. In all

Fig. 1. Steady diffusion. Finite element mesh (left), enhanced-approximation zone (middle), and sketch of the exact solution (right).
three cases, the number of outer and inner GMRES iterations are 1 and 110. For the EALST-I, the number of outer and inner GMRES iterations for the second-level iteration sequence associated with the enhanced-approximation zone are 1 and 20. The EALST results in substantially reduced nodal residuals in the enhanced-approximation zone.

7.3. Unsteady diffusion

The finite element mesh, the initial condition in the form of a cosine hill, and a sketch of the exact solution after 10 time steps are shown in Fig. 5. The diffusivity is set to 1.0 and the time-step size to 0.01. We computed this test problem with the diagonal preconditioner, EALST-D, and EALST-I. In all three cases, the number of outer and inner GMRES iterations per time step are 1 and 20. For the EALST-I, the number of outer and inner GMRES iterations for the second-level iteration sequence associated with the enhanced-approximation zone are 1 and 20. At three evaluation instants during the computations with the diagonal preconditioner, EALST-D, and EALST-I, we compare the nodal residual distributions for the linear equation system at the end of the iterations. For the computation with the diagonal preconditioner, the nodal residual distributions at the three evaluation instants are shown in Fig. 6. For the computations with the EALST-D and EALST-I, the enhanced-approximation zones and nodal residual distributions at the three evaluation instants are shown in Figs. 7 and 8. We can see that in computations based on the EALST, the nodal residuals in the enhanced-approximation zones are significantly reduced.
7.4. Unsteady advection

The initial condition in this test problem is also a cosine hill. The flow field is rotational and counter-clock-wise. The finite element mesh, together with the footprint of the cosine hill, and a sketch of the exact solution are shown in Fig. 9. The advection-velocity magnitude is 1.0 at the footprint-center of the cosine hill, and the time-step size is set to 0.025. We computed this test problem with the diagonal preconditioner,
Fig. 7. Unsteady diffusion. Computation with the EALST-D. Enhanced-approximation zones (top) and nodal residual distributions for the linear equation system (at the end of the iterations) (bottom) at the three evaluation instants.

Fig. 8. Unsteady diffusion. Computation with the EALST-I. Enhanced-approximation zones (top) and nodal residual distributions for the linear equation system (at the end of the iterations) (bottom) at the three evaluation instants.
EALST-D, and EALST-I. In all three cases, the number of outer and inner GMRES iterations per time step are 1 and 7. For the EALST-I, the number of outer and inner GMRES iterations for the second-level iteration sequence associated with the enhanced-approximation zone are 1 and 10. At three evaluation instants during the computations with the diagonal preconditioner, EALST-D, and EALST-I, we compare the nodal residual distributions for the linear equation system at the end of the iterations. For the computation with the diagonal preconditioner, the nodal residual distributions at the three evaluation instants are shown in Fig. 10. For the computations with the EALST-D and EALST-I, the enhanced-approximation zones and nodal residual distributions at the three evaluation instants are shown in Figs. 11 and 12. Again, we can see that in computations based on the EALST, the nodal residuals in the enhanced-approximation zones are significantly reduced.

7.5. Incompressible flow

In this test problem we compute flow past a thin rigid beam. The problem set up is shown in Fig. 13. The fluid density and viscosity are 1000 kg/m³ and 1.792 × 10⁻³ N s/m². The flow boundary conditions are set to a uniform inflow velocity of 1.0 m/s at the upstream boundary, traction-free conditions at the downstream, slip conditions at the lateral boundaries, and no slip conditions at the beam. The finite element mesh consists of 2770 nodes and 5396 triangular elements. The enhanced-approximation zone is defined in a static fashion and is shown in Fig. 14. The number of elements in the enhanced-approximation zone is 672. The time-step size is set, based on Courant number considerations, to 0.20 s. Fig. 15 shows the flow
Fig. 11. Unsteady advection. Computation with the EALST-D. Enhanced-approximation zones (top) and nodal residual distributions for the linear equation system (at the end of the iterations) (bottom) at the three evaluation instants.

Fig. 12. Unsteady advection. Computation with the EALST-I. Enhanced-approximation zones (top) and nodal residual distributions for the linear equation system (at the end of the iterations) (bottom) at the three evaluation instants.
Fig. 13. Incompressible flow. Problem set up for flow past a thin rigid beam. The dimensions indicated are in meters. Flow boundary conditions are indicated next to each boundary.

Fig. 14. Incompressible flow. Enhanced-approximation zone (approximately 12% of the elements).

Fig. 15. Incompressible flow. Flow horizontal-velocity (top) and pressure (bottom) at start of computation.
horizontal-velocity and pressure at the start of the computations. For the first nonlinear iteration in the first time step of the computations with the diagonal preconditioner, EALST-D, and EALST-I, we compare the
nodal residual distributions for the linear equation system at the end of the iterations. The comparisons, based on the nodal residual distributions associated with the horizontal-momentum equation, vertical-momentum equation, and the incompressibility constraint, are shown in Fig. 16. We can clearly see that in the enhanced-approximation zones the nodal residuals are significantly reduced for the computations based on the EALST. We also see in this test, and in a number of tests reported in prior subsections, that, compared to the diagonal preconditioner, the EALST generates some increase in nodal residuals at a few locations outside the enhanced-approximation zone. We believe that this is because the solution update is based on minimizing the norm of the nodal residual vector, and therefore when the nodal residuals are reduced dramatically in the enhanced-approximation zones, they might somewhat increase in a few other regions outside.

8. Concluding remarks

We described the EALST, which was developed to increase the performance of the iterative technique used in solution of the linear equation systems when some parts of the computational domain may offer more of a challenge for the iterative method than the others. The EALST is one of the techniques in the set of enhanced discretization and solution techniques, which includes techniques based on enhancement in spatial discretization, enhancement in time discretization, and enhancement in iterative solution of non-linear and linear equation systems. The enhanced discretization and solution techniques, together with the stabilized finite element formulations and interface-tracking and interface-capturing techniques, help us address some of the major computational challenges involved in simulation and modeling of complex flow problems, including those with moving boundaries and interfaces. With the EALST, in iterative solution of a linear equation system, the approximation matrix (preconditioning matrix) is enhanced, beyond being a diagonal-approximation, to an approximation that more “directly” represents the parts of the domain where we might be facing convergence challenges. The nondiagonal sub-matrices corresponding to the enhanced-approximation zones can be solved with direct solution method (EALST-D), or, as an alternative, a second-level iteration sequence (EALST-I). The enhanced-approximation zones can be identified in a static or dynamic way. In the static way, these zones are identified based on what we know in advance about the flow problem. Elements in the parts of the mesh that are expected to offer more of a challenge during a computation would belong to the enhanced-approximation zones. In the dynamic way, elements would be selected to the enhanced-approximation zones by identifying the nodes with the highest residuals or lowest residual reduction rates. For example, elements connected to the nodes with the highest 10% residuals could be selected to the enhanced-approximation zones.

We presented a number of test computations to demonstrate how the EALST works and how it might help us deal with the parts of the computational domain creating more of a challenge for the iterative method than the other parts.
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