Space–time finite element techniques for computation of fluid–structure interactions
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Abstract

We describe the space–time finite element techniques we developed for computation of fluid–structure interaction (FSI) problems. Among these techniques are the deforming-spatial-domain/stabilized space–time (DSD/SST) formulation and its special version, and the mesh update methods, including the solid-extension mesh moving technique (SEMMT). Also among these techniques are the block-iterative, quasi-direct and direct coupling methods for the solution of the fully discretized, coupled fluid and structural mechanics equations. We present some test computations for the mesh moving techniques described. We also present numerical examples where the fluid is governed by the Navier–Stokes equations of incompressible flows and the structure is governed by the membrane and cable equations. Overall, we demonstrate that the techniques we have developed have increased the scope and accuracy of the methods used in computation of FSI problems.
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1. Introduction

Fluid–structure interactions (FSI) is one of the most challenging classes of problems in computational engineering. Some of the computational challenges are encountered also in other classes of fluid mechanics problems involving moving boundaries and interfaces, such as free-surface, two-fluid interface, and fluid–object interaction problems. For example, the spatial domain occupied by the fluid changes in time, and the
mathematical model to be used will need to be able to handle that. Also, the mesh needs to be updated as the spatial domain occupied by the fluid changes, and this could be complicated for 3D problems with complex geometries. In addition, we face a number of computational challenges that are more specific to FSI problems, such as the solution of the coupled fluid and structural mechanics equations. Many researchers took various approaches to address different aspects of the challenges involved. As examples of the papers published on FSI in recent years, see [1,2]. Additional examples can be found in [3]. In this paper, we focus on the stabilized space–time finite element techniques, with emphasis on mesh update and light structures.

The deforming-spatial-domain/stabilized space–time (DSD/SST) formulation [4–7] was introduced in early 1990s for computation of flow problems with moving boundaries and interfaces. The DSD/SST method is based on stabilized finite element formulations, which are written over the space–time domains of the fluid mechanics problems considered. The stabilized methods are the streamline-upwind/Petrov–Galerkin (SUPG) [8–11] and pressure-stabilizing/Petrov–Galerkin (PSPG) [4,12] formulations. An earlier version of the pressure-stabilizing formulation for Stokes flows was reported in [13]. These stabilized formulations prevent numerical instabilities that might be encountered in solving problems with high Reynolds or Mach numbers and shocks and strong boundary layers, as well as when using equal-order interpolation functions for velocity and pressure. Furthermore, this class of stabilized formulations substantially improve the convergence rate in iterative solution of the large, coupled nonlinear equation system that needs to be solved at every time step. The stabilized space–time formulations were used earlier by other researchers to solve problems with fixed spatial domains (see for example [14]).

The space–time computations are carried out for one space–time “slab” at a time, where the “slab” is the slice of the space–time domain between the time levels \( n \) and \( n + 1 \). This spares a 3D computational problem from becoming a 4D problem including the time dimension. Additionally, in most space–time computations, all the nodes of the space–time slab are at time level \( n \) or \( n + 1 \), and the spatial mesh at level \( n + 1 \) is simply a deformed version of the spatial mesh at level \( n \). These additional special features are exploited in the special DSD/SST (S-DSD/SST) formulation to make the calculation of the element-level vectors and matrices more efficient.

In general, we address the mesh update challenge with an automatic mesh moving method [15,7]. In this method, the motion of the nodes is governed by the equations of elasticity. The mesh deformation is dealt with selectively based on the sizes of the elements. When the mesh becomes too distorted, a full or partial remeshing (i.e., generating a new set of elements, and sometimes also a new set of nodes) takes place. We introduced a number of enhancements to this general mesh update technique, including the solid-extension mesh moving technique (SEMMT) [16–18]. The SEMMT was introduced to address the challenge involved in moving the very thin fluid elements typically seen near the solid surfaces.

The fully discretized equations of fluid and structural mechanics need to be solved in their coupled form, and we propose a number of ways to accomplish that. They are: block-iterative coupling, which we have widely used in our computations (see [19–22]); quasi-direct coupling; and direct coupling. The direct coupling approach is based on the mixed analytical/numerical element-vector-based (AEVB/NEVB) computation technique introduced in [7,23,24].

The core methods we developed are applicable, and have been applied, to a wide range of FSI problems (see, for example, [25,26,20,21,27]). The enhancements we describe in this paper, which include the advanced mesh update methods and the robust solution techniques for the coupled fluid and structure equations, are also applicable to a wide range of FSI problems. In this paper, however, we explain these enhancements in the context of a specific class of FSI problems. In this specific class of FSI problems, the fluid mechanics is governed by the Navier–Stokes equations of incompressible flows and the structural mechanics is governed by the membrane and cable equations. These governing equations are reviewed in Section 2. In Section 3 we describe the finite element formulations, including the DSD/SST formulation. The mesh update concepts are covered in Section 4, and that includes the SEMMT and some test computations. The block-iterative, quasi-direct, and direct coupling techniques are described in Section 5. We
present two examples of FSI computations in Section 6, and provide some concluding remarks in Section 7. The S-DSD/SST formulation is described in Appendix A.

2. Governing equations

2.1. Fluid mechanics

Let \( \Omega_t \subset \mathbb{R}^{n_{sd}} \) be the spatial fluid mechanics domain with boundary \( \Gamma_t \) at time \( t \in (0, T) \). The subscript \( t \) indicates the time-dependence of the domain. The Navier–Stokes equations of incompressible flows are written on \( \Omega_t \) and \( \forall t \in (0, T) \) as

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \mathbf{f} \right) - \nabla \cdot \mathbf{\sigma} = 0, \\
\nabla \cdot \mathbf{u} = 0,
\]

where \( \rho \), \( \mathbf{u} \) and \( \mathbf{f} \) are the density, velocity and the external force, respectively. The stress tensor \( \mathbf{\sigma} \) is defined as

\[
\mathbf{\sigma}(p, \mathbf{u}) = -p\mathbf{I} + 2\mu\varepsilon(\mathbf{u}), \quad \varepsilon(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T).
\]

Here \( p \) is the pressure, \( \mathbf{I} \) is the identity tensor, \( \mu = \rho v \) is the viscosity, \( v \) is the kinematic viscosity, and \( \varepsilon(\mathbf{u}) \) is the strain-rate tensor. The essential and natural boundary conditions for Eq. (1) are represented as

\[
\mathbf{u} = \mathbf{g} \text{ on } (\Gamma_t)_{g}, \quad \mathbf{n} \cdot \mathbf{\sigma} = \mathbf{h} \text{ on } (\Gamma_t)_{h},
\]

where \( (\Gamma_t)_{g} \) and \( (\Gamma_t)_{h} \) are complementary subsets of the boundary \( \Gamma_t \), \( \mathbf{n} \) is the unit normal vector, and \( \mathbf{g} \) and \( \mathbf{h} \) are given functions. A divergence-free velocity field \( \mathbf{u}_0(\mathbf{x}) \) is specified as the initial condition.

2.2. Structural mechanics

Let \( \Omega_s^t \subset \mathbb{R}^{n_{sd}} \) be the spatial structural mechanics domain with boundary \( \Gamma_s^t \), where \( n_{sd} = 2 \) for membranes and \( n_{sd} = 1 \) for cables. The parts of \( \Gamma_s^t \) corresponding to the essential and natural boundary conditions are represented by \( (\Gamma_s^t)_{g} \) and \( (\Gamma_s^t)_{h} \). The superscript “s” indicates the structure. The equations of motion for the structure are written as

\[
\rho^s \left( \frac{d^2 \mathbf{y}}{dt^2} + \eta \frac{d\mathbf{y}}{dt} - \mathbf{f}^s \right) - \nabla \cdot \mathbf{\sigma}^s = 0,
\]

where \( \rho^s \), \( \mathbf{y} \), \( \mathbf{f}^s \) and \( \mathbf{\sigma}^s \) are the material density, structural displacement, external force and the Cauchy stress tensor \( \mathbf{S} \), respectively. Here \( \eta \) is the mass-proportional damping coefficient. The damping provides additional stability and may be used in computations where time-accuracy is not required, such as in determining the deformed shape of the structure for specified fluid mechanics forces acting on it. The stresses are expressed in terms of the second Piola–Kirchoff stress tensor \( \mathbf{S} \), which is related to the Cauchy stress tensor through a kinematic transformation. Under the assumption of large displacements and rotations, small strains, and no material damping, the membranes and cables are treated as Hookean materials with linear elastic properties. For membranes, under the assumption of plane stress, \( \mathbf{S} \) becomes (see [30]):

\[
\mathbf{S}^l = (\tilde{\lambda}_m \mathbf{G}^{ij} \mathbf{G}^{kl} + \mu_m [\mathbf{G}^{ij} \mathbf{G}^{jk} + \mathbf{G}^{ik} \mathbf{G}^{jl}]) \mathbf{E}_{kl},
\]

where for the case of isotropic plane stress
\[
\tilde{\lambda}_m = \frac{2\lambda_m \mu_m}{(\lambda_m + 2\mu_m)},
\]
Here, \( E_{kl} \) are the components of the Cauchy–Green strain tensor, \( G^{ij} \) are the components of the contravariant metric tensor in the original configuration, and \( \lambda_m \) and \( \mu_m \) are the Lamé constants. For cables, under the assumption of uniaxial tension, \( S \) becomes
\[
S^{11} = E_c G^{11} G^{11} E_{11},
\]
where \( E_c \) is the Young’s modulus for the cable. To account for stiffness-proportional material damping, the Hookean stress–strain relationships defined by Eqs. (6) and (8) are modified, and \( E_{kl} \) is replaced by \( \tilde{E}_{kl} \), where
\[
\tilde{E}_{kl} = E_{kl} + \zeta \dot{E}_{kl},
\]
Here \( \zeta \) is the stiffness-proportional damping coefficient and \( \dot{E}_{kl} \) is the time derivative of \( E_{kl} \).

3. Finite element formulations

3.1. DSD/SST formulation of fluid mechanics

In the DSD/SST method [4], the finite element formulation of the governing equations is written over a sequence of \( N \) space–time slabs \( Q_n \), where \( Q_n \) is the slice of the space–time domain between the time levels \( t_n \) and \( t_{n+1} \) (see Fig. 1). At each time step, the integrations are performed over \( Q_n \). The space–time finite element interpolation functions are continuous within a space–time slab, but discontinuous from one space–time slab to another. The notation \((\cdot)_n^\leftarrow\) and \((\cdot)_n^{\rightarrow}\) denotes the function values at \( t_n \) as approached from below and above. Each \( Q_n \) is decomposed into elements \( Q_{n}^e \), where \( e = 1, 2, \ldots, (n_{el})_n \). The subscript \( n \) used with \( n_{el} \) is for the general case in which the number of space–time elements may change from one space–time slab to another. The essential and natural boundary conditions are enforced over \((P_n)^g\) and \((P_n)^h\), the complementary subsets of the lateral boundary of the space–time slab. The finite element trial function spaces \((\mathcal{S}^{p^h}_n)^g\) for pressure and \((\mathcal{S}^{u^h}_n)^g\) for velocity, and the test function spaces \((\mathcal{V}^{u^h}_n)^g\) and \((\mathcal{V}^{p^h}_n)^g\) are defined by using, over \( Q_n \), first-order polynomials in space and time. The DSD/SST formulation is written as follows: given \((u^h)_n^\leftarrow\), find \( u^h \in (\mathcal{S}^{u^h}_n)^g \) and \( p^h \in (\mathcal{S}^{p^h}_n)^g \) such that \( \forall w^h \in (\mathcal{V}^{u^h}_n)^g \) and \( \forall q^h \in (\mathcal{V}^{p^h}_n)^g \):

![Space–time concept](image-url)
The fluid mechanics forces acting on the structure are represented by vector \( t \). This force term is geometrically nonlinear and thus increases the overall nonlinearity of the formulation. The left-hand-side terms of Eq. (12) are referred to in the original configuration and the right-hand-side terms in the deformed configuration at time \( t \). From this formulation at each time step we obtain a nonlinear system of equations. In solving that nonlinear system with an iterative method, we use the following incremental form:

\[
\begin{bmatrix}
\frac{M}{\mu^2} & (1-\alpha)C \\
(1-\alpha)K & (1-\alpha)K
\end{bmatrix} \Delta \mathbf{d}' = \mathbf{R}',
\]

where

\[
\mathbf{M} = \int_{Q_n} \mathbf{w}^h \cdot \rho \left( \frac{\partial \mathbf{u}^h}{\partial t} + \mathbf{u}^h \cdot \nabla \mathbf{u}^h - \mathbf{f}^h \right) \mathrm{d}Q + \int_{Q_n} \mathbf{h}^h \cdot \mathbf{e}(\mathbf{w}^h) \cdot \sigma(\mathbf{p}^h, \mathbf{u}^h) \mathrm{d}Q - \int_{(Q_n)_s} \mathbf{w}^h \cdot \mathbf{h}^h \mathrm{d}P
\]

\[
+ \int_{Q_n} \mathbf{d}^h \nabla \cdot \mathbf{u}^h \mathrm{d}Q + \int_{(Q_n)_b} \left( (\mathbf{w}^h)^+ - (\mathbf{u}^h)^+ \right) \cdot \mathbf{r} \mathrm{d}\Omega
\]

\[
+ \sum_{e=1}^{n_e} \int_{Q_e} \sum_{s=1}^{n_sl} \tau_{\text{SUPG}} \rho \left( \frac{\partial \mathbf{w}^h}{\partial t} + \mathbf{u}^h \cdot \nabla \mathbf{w}^h \right) + \tau_{\text{PSPG}} \nabla \mathbf{q}^h \cdot \left[ \mathbf{L}(\mathbf{p}^h, \mathbf{u}^h) - \rho \mathbf{f}^h \right] \mathrm{d}Q
\]

\[
+ \sum_{e=1}^{n_e} \int_{Q_e} \nabla \cdot \mathbf{w}^h \rho \nabla \cdot \mathbf{u}^h \mathrm{d}Q = 0,
\]

Here \( \tau_{\text{SUPG}}, \tau_{\text{PSPG}} \) and \( \nabla \) are the SUPG, PSPG and LSIC (least-squares on incompressibility constraint) stabilization parameters. For ways of calculating \( \tau_{\text{SUPG}}, \tau_{\text{PSPG}} \) and \( \nabla \), see \([31,32,24]\). This formulation is applied to all space–time slabs \( Q_0, Q_1, Q_2, \ldots, Q_{N-1} \), starting with \( (\mathbf{u}^h)^0 = \mathbf{u}_0 \). For an earlier, detailed reference on the formulation see \([4]\).

3.2. Special DSD/SST (S-DSD/SST) formulation

Although it is not a requirement, we assume that the space–time slab \( Q_n \) has uniform thickness. In most space–time computations, all the nodes of the slab \( Q_n \) are positioned at time level \( n \) or \( n+1 \), and the spatial mesh at time level \( n+1 \) is arrived at simply by deformation of the spatial mesh at time level \( n \). These special features, which we expect to see in most DSD/SST computations, are exploited in the Special DSD/SST (S-DSD/SST) formulation for more efficient calculation of the element-level vectors and matrices. The S-DSD/SST formulation is described in more detail in Appendix A. Furthermore, for cases where the spatial mesh consists of linear triangles or tetrahedra, we propose that the spatial part of the integrations over the parent space–time domain be performed analytically. This approach will become more clear in Appendix A.2, where we describe the element-level integrations carried out in the S-DSD/SST formulation.

3.3. Semi-discrete formulation of structural mechanics

With \( \mathbf{y}^h \) and \( \mathbf{w}^h \) coming from appropriately defined trial and test function spaces, respectively, the semi-discrete finite element formulation of the structural mechanics equations are written as

\[
\int_{Q_n} \mathbf{w}^h \cdot \rho \frac{d^2 \mathbf{y}^h}{dt^2} \mathrm{d}Q + \int_{Q_n} \mathbf{w}^h \cdot \eta(\mathbf{y}^h) \frac{d\mathbf{y}^h}{dt} \mathrm{d}Q + \int_{Q_n} \delta \mathbf{E} : \mathbf{S}^h \mathrm{d}Q = \int_{Q_n} \mathbf{w}^h \cdot (\mathbf{t} + \rho \mathbf{f}^h) \mathrm{d}Q.
\]

The fluid mechanics forces acting on the structure are represented by vector \( \mathbf{t} \). This force term is geometrically nonlinear and thus increases the overall nonlinearity of the formulation. The left-hand-side terms of Eq. (12) are referred to in the original configuration and the right-hand-side terms in the deformed configuration at time \( t \). From this formulation at each time step we obtain a nonlinear system of equations. In solving that nonlinear system with an iterative method, we use the following incremental form:
where

$$C = \eta M + \zeta K.$$  \hspace{1cm} (14)

Here $M$ is the mass matrix, $K$ is the consistent tangent matrix associated with the internal elastic forces, $C$ is a damping matrix, $R'$ is the residual vector at the $i$th iteration, and $\Delta d_i$ is the $i$th increment in the nodal displacements vector $\mathbf{d}$. The damping matrix $C$ is used only in stand-alone structural mechanics computations with specified fluid mechanics forces while establishing a starting shape for the FSI computations. In Eq. (13), all of the terms known from the previous iteration are lumped into the residual vector $R'$. The parameters $\alpha, \beta, \gamma$ are part of the Hilber–Hughes–Taylor [33] scheme, which is used here for time-integration.

4. Mesh update methods

In FSI computations with the DSD/SST formulation, how the mesh is updated depends on several factors. These factors include the complexity of the fluid–structure interface and overall geometry, how unsteady the interface is, and how the starting mesh was generated. In general, the mesh update could have two components: moving the mesh for as long as it is possible, and full or partial remeshing (i.e., generating a new set of elements, and sometimes also a new set of nodes) when the element distortion becomes too high. In mesh moving strategies, the only rule the mesh motion needs to follow is that at the interface the normal velocity of the mesh has to match the normal velocity of the fluid. Beyond that, the mesh can be moved in any way desired, with the main objective being to reduce the frequency of remeshing. In most 3D applications, remeshing requires calling an automatic, unstructured-mesh generator, and therefore reducing the cost of automatic mesh generation becomes a major incentive for reducing the frequency of remeshing. Maintaining the parallel efficiency of the computations is another major incentive for reducing the frequency of remeshing, because parallel efficiency of most automatic mesh generators is substantially lower than that of most flow solvers. Reducing the frequency of remeshing to every 10-time step or less, for example, would sufficiently reduce the influence of remeshing in terms of its added cost and lack of parallel efficiency. In most of the complex flow problems we computed in the past, the frequency of remeshing was far less than every 10-time step. In our current parallel computations on a PC cluster, typically we perform remeshing on one of the nodes, which, with its 2 gigabytes of memory, is powerful enough to generate large meshes. If remeshing does not consist of (full or partial) regeneration of just the element connectivities but also involves (full or partial) node regeneration, we need to project the solution from the old mesh to the new one. This involves a search process, which can be carried out in parallel. Still, the computational cost involved in this, and the projection errors introduced by remeshing, add more incentives for reducing the frequency of remeshing.

4.1. Automatic mesh moving technique

In the automatic mesh moving technique introduced in [15], the motion of the internal nodes is determined by solving the equations of elasticity. As boundary condition, the motion of the nodes at the interfaces is specified to match the normal velocity of the fluid at the interface. Similar mesh moving techniques were used earlier by other researchers (see for example [34]). In [15], the mesh deformation is dealt with selectively based on the sizes of the elements and also the deformation modes in terms of shape and volume changes. Mesh moving techniques with comparable features were later introduced in [35]. In the technique introduced in [15], selective treatment of the mesh deformation based on shape and volume changes is attained by adjusting the relative values of the Lamé constants of the elasticity equations. The objective would be to stiffen the mesh against shape changes more than we stiffen it against volume changes. Selective
treatment based on element sizes, on the other hand, is attained by altering the way we account for the Jacobian of the transformation from the element domain to the physical domain. In this case, the objective is to stiffen the smaller elements, which are typically placed near solid surfaces, more than the larger ones.

4.2. Jacobian-based stiffening

When altering the way the Jacobian is accounted for was first introduced in [15], it consisted of simply dropping the Jacobian from the finite element formulation of the mesh moving (elasticity) equations. This results in the smaller elements being stiffened more than the larger ones. The method described in [15] was augmented in [36] to a more extensive kind by introducing a stiffening power that determines the degree by which the smaller elements are rendered stiffer than the larger ones. To describe the method, we first write the global integrals involved in the finite element formulation of the mesh moving equations as follows:

\[
\int_{\Omega} \cdots d\Omega = \sum_{e} \int_{\Xi} \cdots J^e d\Xi, \tag{15}
\]

where \(\cdots\) symbolically represents what is being integrated, \(\Xi\) is the finite element (parent) domain, and the Jacobian for element \(e\) is defined as \(J^e = \det(\partial\xi/\partial x)^e\), with \(x\) and \(\xi\) representing the physical and element (local) coordinates. We alter the way we account for the Jacobian as follows:

\[
\int_{\Xi} \cdots J^e d\Xi \rightarrow \int_{\Xi} \cdots \left( J^0 / J^\chi \right)^e d\Xi, \tag{16}
\]

where \(\chi\), a nonnegative number, is the stiffening power, and \(J^0\), an arbitrary scaling parameter, is inserted into the formulation to make the alteration dimensionally consistent. With \(\chi = 0.0\), the method reduces back to an elasticity model with no Jacobian-based stiffening. With \(\chi = 1.0\), the method is identical to the one first introduced in [15]. In the general case of \(\chi \neq 1.0\), the method stiffens each element by a factor of \((J^e)^{-\chi}\), and \(\chi\) determines the degree by which the smaller elements are rendered stiffer than the larger ones.

4.3. Solid-extension mesh moving technique (SEMMT)

In the mesh moving technique introduced in [15], the structured layers of elements generated around solid objects (to fully control the mesh resolution near solid objects and have more accurate representation of the boundary layers) move “glued” to these solid objects, undergoing a rigid-body motion. No equations are solved for the motion of the nodes in these layers, because these nodal motions are not governed by the equations of elasticity. This results in some cost reduction. But more importantly, the user has full control of the mesh resolution in these layers. For early examples of automatic mesh moving combined with structured layers of elements undergoing rigid-body motion with solid objects, see [37]. Earlier examples of element layers undergoing rigid-body motion, in combination with deforming structured meshes, can be found in [4].

In computation of flows with fluid–solid interfaces where the solid is deforming, the motion of the fluid mesh near the interface cannot be represented by a rigid-body motion. Depending on the deformation mode of the solid, we may have to use the automatic mesh moving technique described above. In such cases, the presence of very thin fluid elements near the solid surface becomes a challenge for the automatic mesh moving technique. In the solid-extension mesh moving technique (SEMMT) [16–18], we proposed treating those very thin fluid elements almost like an extension of the solid elements. In the SEMMT, in solving the equations of elasticity governing the motion of the fluid nodes, we assign higher rigidity to these thin elements compared to the other fluid elements. Two ways of accomplishing this were proposed in
[16–18]: solving the elasticity equations for the nodes connected to the thin elements separate from the elasticity equations for the other nodes, or together. If we solve them separately, for the thin elements, as boundary conditions at the interface with the other elements, we would use traction-free conditions. We refer to the separate solution option as “SEMMT—multiple domain (SEMMT-MD)” and the unified solution option as “SEMMT—single domain (SEMMT-SD)”. In [38–40], with several test computations, we demonstrated how the SEMMT functions as part of our mesh update method. We employed both of the SEMMT options described above. The test computations included mesh deformation tests [38–40] and a 2D FSI model problem [40]. In Sections 4.5 and 4.6, we provide brief descriptions of some of those test computations.

4.4. General test conditions and mesh quality measures

The tests reported here are carried out with the standard technique (where \( \chi = 1.0 \) for all the elements, and all the nodes are moved together), SEMMT-SD (with \( \chi = 2.0 \) for the inner elements and \( \chi = 1.0 \) for the outer elements), and SEMMT-MD (with \( \chi = 1.0 \) for all elements in both domains). The mesh over which the elasticity equations are solved is updated at each increment. This update is based on the displacements calculated over the current mesh that has been selectively stiffened. That way, the element Jacobians used in stiffening are updated every time the mesh deforms. As a result, the most current size of an element is used in determining how much it is stiffened. Also as a result, as an element approaches a tangled state, its Jacobian approaches zero, and its stiffening becomes very large. To evaluate the effectiveness of different mesh moving techniques, two measures of mesh quality are defined, similar to those in [41]. They are element area change (\( f_A^e \)) and element shape change (\( f_{AR}^e \)):

\[
\begin{align*}
    f_A^e &= \log \left( \frac{A^e}{A_0^e} \right), \\
    f_{AR}^e &= \log \left( \frac{AR^e}{AR_0^e} \right).
\end{align*}
\]

(17)

Here subscript “o” refers to the undeformed mesh (i.e., the mesh obtained after the last remesh), and \( AR^e \) is the element aspect ratio, defined as

\[
AR^e = \frac{(l^e_{\text{max}})^2}{A^e}, \tag{18}
\]

where \( l^e_{\text{max}} \) is the maximum edge length for element \( e \). We define array norms for the set of element mesh quality measures as

\[
\begin{align*}
    \|f_A\|_p &= \left\{ \sum_e (f_A^e)^p \right\}^{1/p}, \\
    \|f_{AR}\|_p &= \left\{ \sum_e (f_{AR}^e)^p \right\}^{1/p},
\end{align*}
\]

(19)

where \( f_A \) and \( f_{AR} \) are the arrays of mesh quality values \( f_A \) and \( f_{AR} \) for all elements of interest, and \( p \) is the norm indicator. In the following examples, we will consider the norm where \( p = \infty \), and

\[
\begin{align*}
    \|f_A\|_\infty &= \max_e (f_A^e), \\
    \|f_{AR}\|_\infty &= \max_e (f_{AR}^e).
\end{align*}
\]

(20)

Thus, for a given set of elements, global area and shape changes are defined to be the maximum values of the element area and shape changes, respectively.

4.5. Mesh deformation tests with SEMMT

In this set of tests we use a 2D unstructured mesh consisting of triangular elements and an embedded structure with zero thickness. The mesh spans a region of \( |x| \leq 1.0 \) and \( |y| \leq 1.0 \). The structure spans \( y = 0.0 \) and \( |x| \leq 0.5 \). Three layers of elements (with \( \ell_y = 0.01 \)) are placed along each side of the structure,
with 50 element edges along the structure (i.e., $\ell_5 = 0.02$). Fig. 2 shows the mesh and its close up view near the structure. The test cases involve three different types of prescribed motion or deformation for the structure, identical to the motions prescribed in [36]: rigid-body translation in the $y$-direction, rigid-body rotation about the origin, and prescribed bending. In the case of prescribed bending, the structure deforms from a line to a circular arc, with no stretch in the structure and no net vertical or horizontal displacement. For each test case the maximum displacement or deformation is reached over 50 increments. Those maximum values are $\Delta y = 0.5$ for the translation test, a rotation of $\Delta \theta = \pi/4$ for the rotation test, and bending to a half circle ($\theta = \pi$) for the bending test. Fig. 3 shows, for the SEMMT-MD and the standard mesh moving technique, deformed meshes for the translation, rotation, and bending tests. For more on this set of tests, see [38–40].

4.6. 2D FSI model problem with SEMMT

Test computations for this 2D model problem were carried out to show how the SEMMT works in the context of the type of FSI problems encountered in parachute applications. The model represents a parachute-like structure. The “canopy” is modeled with 50 membrane elements and the “suspension lines” with 22 cable elements. Two layers of elements extend outward from the upper and lower surfaces of the canopy. Detailed information on the flow conditions, structural parameters, and the solution steps can be found in [40]. In this test computation the $\frac{\partial}{\partial t}$ term in Eq. (10) has been dropped. Fig. 4 shows the deformed meshes for the standard mesh moving technique and the SEMMT-SD. The orthogonality of the mesh lines at the canopy surface is much better preserved with the SEMMT-SD. For more on this test computation, see [40].

5. Solution of fully discretized equations

Full discretizations of the finite element formulations described in Sections 3.1 and 3.3 lead to coupled, nonlinear equation systems that need to be solved at every time step of the simulation. In a form that is partitioned with respect to the models represented, these nonlinear equations can be written as follows:

$$N_1(d_1, d_2) = F_1,$$
$$N_2(d_1, d_2) = F_2,$$
where $d_1$ and $d_2$ are the vectors of nodal unknowns corresponding to unknown functions $u_1$ and $u_2$, respectively. In the context of a coupled FSI problem, $u_1$ and $u_2$ represent the fluid and structure unknowns, respectively. For the space–time formulation of the fluid mechanics problem, $d_1$ represents unknowns associated with the finite element formulation written for the space–time slab between the time levels $n$ to $n+1$.

Fig. 3. Mesh deformation tests with the SEMMT-MD and the standard mesh moving technique.
Solution of these equations with the Newton–Raphson method would necessitate at every Newton–Raphson step solution of the following linear equation system:

\[
A_{11}x_1 + A_{12}x_2 = b_1, \tag{23}
\]

\[
A_{21}x_1 + A_{22}x_2 = b_2, \tag{24}
\]

where \(b_1\) and \(b_2\) are the residuals of the nonlinear equation system, \(x_1\) and \(x_2\) represent the correction increments computed for \(d_1\) and \(d_2\), and

Fig. 4. Mesh deformations of the FSI model problem for the standard mesh moving technique and SEMMT-SD. Colors of the inner elements indicate element distortions as measured by the aspect ratio change. The color range from light blue to light red corresponds to the range \(0 \leq f_{AR} \leq 0.25\).
\[ A_{fj} = \frac{\partial N_i}{\partial d_j}. \] (25)

In FSI, keeping the coupling matrices \( A_{12} \) and \( A_{21} \) in the picture would require taking into account the dependence of Eq. (21) on the mesh motion. In Sections 5.1–5.3, we describe different ways of handling the coupling between Eqs. (21) and (22) in solving them.

### 5.1. Block-iterative coupling

In block-iterative coupling, we do not keep the coupling matrices \( A_{12} \) and \( A_{21} \) in the picture. In an iteration step taking us from iterative solution \( i \) to \( i + 1 \), we solve the following set of equations:

\[
\begin{align*}
\frac{\partial N_1}{\partial d_1}|_{(d_1', d_2')}(\Delta d_1') &= F_1 - N_1(d_1', d_2'), \\
\frac{\partial N_2}{\partial d_2}|_{(d_1', d_2')}(\Delta d_2') &= F_2 - N_2(d_1', d_2').
\end{align*}
\] (26) (27)

The linear equations systems given by Eqs. (26) and (27) are also solved iteratively, using the GMRES search technique [42].

Because the matrix blocks representing the coupling between the fluid and structural mechanics systems are not in the picture, in FSI computations where the structure is light, structural response becomes very sensitive to small changes in the fluid mechanics forces and convergence becomes difficult to achieve. In Sections 5.2 and 5.3, we describe ways of keeping the coupling matrix blocks in the picture.

In FSI computations where the structure is light, in the absence of keeping the coupling matrices \( A_{12} \) and \( A_{21} \) in the picture, we proposed in [24,43] a short cut approach for improving the convergence of the block iterations. In this approach, to reduce “over-correcting” (i.e., “over-incrementing”) the structural displacements during the block iterations, we artificially increase the structural mass contribution to the matrix block corresponding to the structural mechanics equations and unknowns. With the understanding that subscript 2 denotes the structure, this would be equivalent to artificially increasing the mass matrix contribution to \( A_{22} \). This is achieved without altering \( b_1 \) or \( b_2 \) (i.e., \( F_1 = N_1(d_1, d_2) \) or \( F_2 = N_2(d_1, d_2) \)), and therefore when the block iterations converge, they converge to the solution of the problem with the correct structural mass.

### 5.2. Quasi-direct coupling

In the quasi-direct coupling approach, we keep the coupling matrices \( A_{12} \) and \( A_{21} \) in the picture partially, without taking into account the dependence of \( A_{12} \) on the mesh motion. In describing this approach, we rewrite the finite element formulations given by Eqs. (10) and (12), with a slight change of notation, and with a clarification of how the fluid–structure interface conditions are handled:

\[
\begin{align*}
\int_{Q_n} w_{1E}^h \cdot \rho \left( \frac{\partial u^h}{\partial t} + u^h \cdot \nabla u^h - f^h \right) \text{d}Q + \int_{Q_n} \varepsilon(w_{1E}^h) : \sigma(p^h, u^h) \text{d}Q \\
- \int_{(p, h)} w_{1E}^h \cdot h_{1E}^h \text{d}P + \int_{Q_n} q_{1E}^h \nabla \cdot u^h \text{d}Q + \int_{Q_n} (w_{1E}^h)^+ \cdot \rho \left( (u^h)^+ + (u^h)^- \right) \text{d}Q \\
+ \sum_{e=1}^{n_{el}} \int_{Q_e} \frac{1}{\rho} \left[ \tau_{SUPG} \left( \frac{\partial w_{1E}^h}{\partial t} + u^h \cdot \nabla w_{1E}^h \right) + \tau_{PSPG} \nabla q_{1E}^h \right] \cdot \left[ L(p^h, u^h) - \rho \bar{f}^h \right] \text{d}Q \\
+ \sum_{e=1}^{n_{el}} \int_{Q_e} v_{LSIC} \nabla \cdot w_{1E}^h \rho \nabla \cdot u^h \text{d}Q = 0,
\end{align*}
\] (28)
\[
\int_{\Omega_2} q^h_{11} \nabla \cdot u^h \, dQ + \sum_{e=1}^{(n_{el})_h}\int_{\Omega_e} \frac{1}{\rho} \left[ \tau_{\text{SUPG}} \nabla q^h_{11} \right] \cdot \left[ \mathbf{L}(p^h, u^h) - \rho f^h \right] \, dQ = 0, \tag{29}
\]

\[
\int_{\Gamma_{1I}} (w^h_{11})_{n+1}^{-} \cdot \left( (u^h_{11})_{n+1}^{-} - u^h_{2I} \right) \, d\Gamma = 0, \tag{30}
\]

\[
\int_{\Omega_e} (w^h_{11})_{n+1}^{-} \cdot \rho \left( \frac{\partial u^h}{\partial t} + u^h \cdot \nabla u^h - f^h \right) \, dQ + \int_{\Gamma_n} \mathbf{e}(w^h_{11})_{n+1}^{-} : \mathbf{\sigma}(p^h, u^h) \, dQ - \int_{(\mathcal{P}_n)_h} (w^h_{11})_{n+1}^{-} \cdot \mathbf{h}^h_{1I} \, dP
\]

\[
+ \sum_{e=1}^{(n_{el})_h} \int_{\Omega_e} \frac{1}{\rho} \left[ \tau_{\text{SUPG}} \rho \left( \frac{\partial (w^h_{11})_{n+1}^{-}}{\partial t} + u^h \cdot \nabla (w^h_{11})_{n+1}^{-} \right) \right] \cdot \left[ \mathbf{L}(p^h, u^h) - \rho f^h \right] \, dQ
\]

\[
+ \sum_{e=1}^{(n_{el})_h} \int_{\Omega_e} v_{\text{LSIC}} \nabla \cdot (w^h_{11})_{n+1}^{-} \rho \nabla \cdot u^h \, dQ = 0, \tag{31}
\]

\[
\int_{(\Omega_2)_h} w^h_{2I} - \rho_2 \frac{d^2 y^h}{dt^2} \, d\Omega + \int_{(\Omega_2)_h} w^h_{2I} \cdot \eta \rho_2 \frac{dy^h}{dt} \, d\Omega + \int_{(\Omega_2)_h} \delta \mathbf{E} : \mathbf{S}^h \, d\Omega
\]

\[
= \int_{\Omega_2} w^h_{2I} \cdot \rho_2 \mathbf{f}^h_{2I} \, d\Omega + \int_{\Omega_{2E}} w^h_{2E} \cdot \mathbf{h}^h_{2E} \, d\Omega - \int_{\Omega_{2I}} w^h_{2I} \cdot \mathbf{h}^h_{2I} \, d\Omega. \tag{32}
\]

Here the subscripts 1 and 2 refer to the fluid and structure, respectively. While the subscript “I” refers to the fluid-structure interface, the subscript “E” refers to “elsewhere” in the fluid and structure domains or boundaries. In reconciling the slightly modified notation used here with the notation we used in Eqs. (10) and (12), we note that \( \rho_2 = \rho \), \( \mathbf{f}_2 = \mathbf{f} \), \( (\Omega_2)_h = \Omega_{1p} \), \( \Omega_2 = \Omega_s \), and \( \Omega_{2E} \) and \( \Omega_{2I} \) indicate the partitions of \( \Omega_2 \) corresponding to the interface and “elsewhere”. We also note that \( \mathbf{h}^h_{2I} = -\mathbf{t} \), and \( \mathbf{h}^h_{2E} \) denotes the prescribed external forces acting on the structure in \( \Omega_{2E} \), which is separate from \( \mathbf{f}_2 \). In this formulation, \( (u^h_{11})_{n+1}^{-} \) and \( \mathbf{h}^h_{1I} \) (the fluid velocity and stress at the interface) are treated as separate unknowns, and Eqs. (30) and (31) can be seen as equations corresponding to these two unknowns, respectively. The structural displacement rate at the interface, \( \mathbf{u}^h_{2I} \), is derived from \( \mathbf{y}^h \).

The formulation above is based on allowing for cases when the fluid and structure meshes at the interface are not identical. If they are identical, the same formulation can still be used, but one can also use its reduced version where Eq. (30) is no longer needed and \( \mathbf{h}^h_{1I} \) is no longer treated as a separate unknown.

If the structure is represented by a 3D continuum model instead of a membrane model, the formulation above would still be applicable if the domain integrations over \( \Omega_{2E} \) and \( \Omega_{2I} \) in the last two terms of Eq. (32) are converted to boundary integrations over \( \Gamma_{2E} \) and \( \Gamma_{2I} \). In such cases, \( \mathbf{h}^h_{2E} \) would represent the prescribed forces acting “elsewhere” on the surface of the structure.

### 5.3. Direct coupling

The mixed analytical/numerical element-vector-based (AEVB/NEVB) computation technique introduced in [7,23,24] can be employed to keep the coupling matrices in the picture fully by taking into account their dependence on the mesh motion. In describing the mixed AEVB/NEVB technique, we first write the iterative solution of the equation system given by Eqs. (23) and (24) as follows:

\[
\begin{align*}
\mathbf{P}_{1I} \Delta \mathbf{y}_1 + \mathbf{P}_{12} \Delta \mathbf{y}_2 &= \mathbf{b}_1 - (\mathbf{A}_{11} \mathbf{x}_1 + \mathbf{A}_{12} \mathbf{x}_2), \tag{33}
\mathbf{P}_{2I} \Delta \mathbf{y}_1 + \mathbf{P}_{22} \Delta \mathbf{y}_2 &= \mathbf{b}_2 - (\mathbf{A}_{21} \mathbf{x}_1 + \mathbf{A}_{22} \mathbf{x}_2), \tag{34}
\end{align*}
\]
where $\Delta y_1$ and $\Delta y_2$ represent the candidate corrections to $x_1$ and $x_2$, and $P_{ij}$'s represent the blocks of the preconditioning matrix $P$. Here we focus our attention on computation of the residual vectors on the right-hand-side, and explore ways for evaluating the matrix–vector products.

Let us suppose that we are able to compute, without major difficulty, the element-level matrices $A_{e1}^3$ and $A_{e2}^3$ associated with the global matrices $A_{11}$ and $A_{22}$, and that we prefer to evaluate $A_{11}x_1$ and $A_{22}x_2$ by using these element-level matrices. Let us also suppose that calculation of the element-level matrices $A_{e1}^2$ and $A_{e2}^2$ is exceedingly difficult. Reflecting these circumstances, the computations can be carried out by using a mixed element-matrix-based/element-vector-based computation technique [7,23,24]:

$$(A_{11}x_1 + A_{12}x_2) = \frac{n_{el}}{e=1} (A_{e1}^3 x_1) + \frac{n_{el}}{e=1} \lim_{\epsilon_1 \to 0} \left[ N_i^e (d_1, d_2 + \epsilon_1 x_2) - N_i^e (d_1, d_2) \right],$$

(35)

$$(A_{21}x_1 + A_{22}x_2) = \frac{n_{el}}{e=1} (A_{e2}^3 x_2) + \frac{n_{el}}{e=1} \lim_{\epsilon_2 \to 0} \left[ N_i^e (d_1 + \epsilon_2 x_1, d_2) - N_i^e (d_1, d_2) \right],$$

(36)

where $\epsilon_1$ and $\epsilon_2$ are small parameters used in numerical evaluation of the directional derivatives. Here, $A_{11}x_1$ and $A_{22}x_2$ are evaluated with an element-matrix-based computation technique, while $A_{12}x_2$ and $A_{21}x_1$ are evaluated with an element-vector-based computation technique.

In extending the mixed element-matrix-based/element-vector-based computation technique described above to a more general framework, evaluation of a matrix–vector product $A_{\beta \gamma} x$, for $\beta, \gamma = 1, 2, \ldots, N$ and no sum) appearing in a residual vector can be formulated as an intentional choice between the following element-matrix-based and element-vector-based computation techniques:

$$A_{\beta \gamma} x = \frac{n_{el}}{e=1} (A_{e\beta}^\gamma x_e),$$

(37)

$$A_{\beta \gamma} x = \frac{n_{el}}{e=1} \lim_{\epsilon_\beta \to 0} \left[ N_\beta^e (\ldots, d_\beta + \epsilon_\beta x_\gamma, \ldots) - N_\beta^e (\ldots, d_\gamma, \ldots) \right].$$

(38)

Sometimes, computation of the element-level matrices $A_{e\beta}^\gamma$ might not be exceedingly difficult, but we might still prefer to evaluate $A_{\beta \gamma} x$ with an element-vector-based computation technique. In such cases, instead of an element-vector-based computation technique requiring numerical evaluation of directional derivatives, we might want to use the element-vector-based computation technique described below.

Let us suppose that the nonlinear vector function $N_\beta^e$ corresponds to a finite element integral form $B_{\beta} (W_{\beta}, u_{1}, \ldots, u_{N})$. Here $W_{\beta}$ represents the vector of nodal values associated with the weighting function $w_{\beta}$ which generates the nonlinear equation block $\beta$. Let us also suppose that we are able to, without major difficulty, derive the first-order terms in the expansion of $B_{\beta} (W_{\beta}, u_{1}, \ldots, u_{N})$ in $u_{\gamma}$. Let the finite element integral form $G_{\beta} (W_{\beta}, u_{1}, \ldots, u_{N}, \Delta u_{\gamma})$ represent those first-order terms in $\Delta u_{\gamma}$. We note that this finite element integral form will generate $\frac{\partial N_\beta^e}{\partial d_\gamma}$. Consequently, the matrix–vector product $A_{\beta \gamma} x$, can be evaluated as [7,23,24]

$$A_{\beta \gamma} x = \frac{\partial N_\beta^e}{\partial d_\gamma} x_e = \frac{n_{el}}{e=1} G_{\beta \gamma} (W_{\beta}, u_{1}, \ldots, u_{N}, v_{\gamma}),$$

(39)

where, $v_{\gamma}$ is a function interpolated from $x_{\gamma}$ in the same way that $u_{\gamma}$ is interpolated from $d_\gamma$. This element-vector-based computation technique allows us to evaluate matrix–vector products without dealing with numerical evaluation of directional derivatives. To differentiate between the element-vector-based computation techniques defined by Eqs. (38) and (39), we call them, respectively, numerical element-vector-based (NEVB) and analytical element-vector-based (AEVB) computation techniques.

We propose two ways of using the mixed AEVB/NEVB computation technique to take into account the dependence of the coupling matrices on the mesh motion. In the first way, we propose to use the NEVB technique to compute $A_{12}x_2$ while including the dependence of $A_{12}$ on the mesh motion. This would be done as seen in Eq. (35). In the second way we propose, we limit the use of the NEVB technique to evaluation of
the matrix–vector products involving coupling matrices representing the dependence on the mesh motion. This would be done by considering a three-block version of the nonlinear equation system given by Eqs. (21) and (22), where \( \mathbf{d}_3 \) is the vector of nodal unknowns representing the mesh motion, and the third block of equations represents the mesh-moving equations. The three-block version of Eqs. (23) and (24) can be solved iteratively with the three-block of version of Eqs. (33) and (34), which is written as follows:

\[
\begin{align*}
\mathbf{P}_{11}\Delta\mathbf{y}_1 + \mathbf{P}_{12}\Delta\mathbf{y}_2 + \mathbf{P}_{13}\Delta\mathbf{y}_3 &= \mathbf{b}_1 - (\mathbf{A}_{11}\mathbf{x}_1 + \mathbf{A}_{12}\mathbf{x}_2 + \mathbf{A}_{13}\mathbf{x}_3), \\
\mathbf{P}_{21}\Delta\mathbf{y}_1 + \mathbf{P}_{22}\Delta\mathbf{y}_2 + \mathbf{P}_{23}\Delta\mathbf{y}_3 &= \mathbf{b}_2 - (\mathbf{A}_{21}\mathbf{x}_1 + \mathbf{A}_{22}\mathbf{x}_2 + \mathbf{A}_{23}\mathbf{x}_3), \\
\mathbf{P}_{31}\Delta\mathbf{y}_1 + \mathbf{P}_{32}\Delta\mathbf{y}_2 + \mathbf{P}_{33}\Delta\mathbf{y}_3 &= \mathbf{b}_3 - (\mathbf{A}_{31}\mathbf{x}_1 + \mathbf{A}_{32}\mathbf{x}_2 + \mathbf{A}_{33}\mathbf{x}_3).
\end{align*}
\]

Fig. 5. Descent speed of the payload during and after PMA retraction.

Fig. 6. Velocity vectors around T-10, before (left) and after (right) PMA retraction. The velocity vectors are colored with pressure.
The NEVB technique can be used for computing $A_{13}x_3$ as follows:

$$A_{13}x_3 = \lim_{\epsilon_1 \to 0} \frac{n_{\epsilon_1}}{A_{\epsilon_1}} \left[ \frac{N_i^r(d_1, d_2, d_3 + \epsilon_1 x_3) - N_i^r(d_1, d_2, d_3)}{\epsilon_1} \right].$$

(43)

6. Numerical examples

6.1. Soft landing of a T-10 parachute

In this test problem, we simulate the soft-landing of a T-10 parachute using block-iterative coupling. T-10 is a 35-ft diameter personnel parachute with 30 suspension lines each 29.4 ft long. The suspension lines meet at a single confluence point, which is connected to the payload point mass by a 20-ft pneumatic muscle actuator (PMA). Although T-10 is designed for a 222-lb payload at a descent speed of 16 ft/s, the landing speed is further reduced by retracting the PMA just prior to landing. In the present simulation the PMA is

Fig. 7. Time history (left to right and top to bottom) of the flag motion and the horizontal velocity on a normal plane.
retracted by 5.25 ft in 0.27 s. In this test computation the $\frac{\partial w}{\partial x}$ term in Eq. (10) has been dropped. As seen in Fig. 5 the muscle retraction results in a significant decrease in the payload descent speed. The minimum payload speed occurs in the post retraction phase. During the retraction, the mass matrix contribution to $A_{22}$ is increased by multiplying it by a factor 10. A factor of 5 is used in the post-retraction phase. Fig. 6 shows the parachute shapes before and after retraction.

6.2. Flow past a “flag”

In this test problem, we simulate the FSI involved in the flapping of a “flag”. Results from a very similar problem were presented in [44]. We use the quasi-direct coupling approach. The dimensions of the flag are 1.5 m in the flow direction and 1.0 m in the span-wise direction. The fluid velocity, density and kinematic viscosity are 2 m/s, 1 kg/m$^3$ and 0.008 m$^2$/s, respectively. The flag is modeled as a membrane with density 1000 kg/m$^3$, thickness 0.2 mm, and Young’s modulus 40,000 N/m$^2$. The leading edge of the flag is held fixed and the lateral edges of the flag are constrained to move only in a normal plane. In this test computation the $\frac{\partial w}{\partial x}$ terms in Eqs. (28) and (31) have been dropped. The FSI computations are carried out until a nearly cyclic pattern of flapping is reached. Fig. 7 shows a sequence of snapshots of the flag and the horizontal velocity on a normal plane. Fig. 8 shows the displacement and velocity for the midpoint of the free edge of the flag.

7. Concluding remarks

We described a set of techniques for computation of fluid–structure interaction (FSI) problems. The core method is the deforming-spatial-domain/stabilized space–time (DSD/SST) formulation. We developed a number of techniques to support and enhance this core method. The special DSD/SST (S-DSD/SST) formulation helps us make the element-level vector and matrix computations more efficient. The mesh update methods, which include the solid-extension mesh moving technique (SEMMT), help us update the mesh effectively as the spatial domain occupied by the fluid changes in time. A number of techniques have been developed for the solution of the fully discretized, coupled fluid and structural mechanics equations. These are the block-iterative, quasi-direct, and direct coupling techniques. The quasi-direct and direct coupling techniques are particularly suited for FSI computations where the structure is light. We presented test computations for the mesh moving techniques we developed. We also presented results from test computations.
for FSI applications with light structures. We believe we demonstrated in this article that the techniques we are developing are substantially increasing the scope and accuracy of the simulations for FSI problems.
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Appendix A. Special DSD/SST (S-DSD/SST) formulation

We assume that the space–time slab $Q_n$ has uniform thickness. In most space–time computations, all the nodes of a slab are on its upper or lower surface. Also, in most space–time computations, the mesh on the upper surface of the slab is obtained from the deformation of the mesh on the lower surface. These special features are exploited in the S-DSD/SST formulation, so that the element-level vectors and matrices can be calculated more efficiently. The S-DSD/SST formulation can result in two types of savings in computational cost. First, the calculation of shape function derivatives at Gaussian quadrature points can be simplified. Second, the formation of the element-level vectors and matrices can be broken down and simplified.

Because these computations need to be done for each element of the space–time mesh for each iteration of every time step, they constitute a large portion of the overall computational cost in a simulation. Therefore, improvements of the way in which they are calculated can have a significant impact on the overall computational performance. The S-DSD/SST formulation can be seamlessly applied to parallel computations as well, because it is implemented at the element level. In this appendix we describe the S-DSD/SST formulation in detail. Furthermore, in computations with spatial meshes made of linear triangles or tetrahedra, we propose that the spatial part of the integrations over the parent space–time domain be performed analytically. This approach is explained more in Appendix A.2.

A.1. Shape functions and their derivatives

The S-DSD/SST formulation can be described by first separating the typical shape function into its spatial and temporal parts:

$$N_a^n = N_a T^a = N_a(\xi) T^a(\theta), \quad a = 1, 2, \ldots, n_{en}, \quad n = 1, 2,$$

where $n_{en}$ is the number of spatial nodes, and

$$T_1(\theta) = \frac{1}{2}(1 - \theta), \quad T_2(\theta) = \frac{1}{2}(1 + \theta),$$

$$T_1 = \frac{-1}{2}, \quad T_2 = \frac{1}{2}. \quad (A.2)$$

Fig. A.1 shows how $a$ and $n$ relate to the geometry of a typical space–time element. Note that the spatial shape functions are left in a general form because the precise expressions will depend on the number of spatial dimensions and the element type used. On the other hand, the temporal shape functions are explicitly defined, based on the special features of the space–time mesh. The spatial coordinate vector is interpolated as follows:

$$x = \sum_{n=1}^{n_{en}} \sum_{a=1}^{n_{en}} N_a^n x_a = \sum_{n=1}^{n_{en}} \sum_{a=1}^{n_{en}} N_a T^a x_a^a$$

$$= \sum_{n=1}^{n_{en}} N_a(T_1 x_1 + T_2 x_2) = \sum_{n=1}^{n_{en}} N_a x_a(\theta) = \sum_{a=1}^{n_{en}} N_a x_a. \quad (A.4)$$

$$x = \left( \sum_{n=1}^{n_{en}} \sum_{a=1}^{n_{en}} N_a x_a \right)$$

$$\begin{cases} T_1(\theta) = \frac{1}{2}(1 - \theta), \quad T_2(\theta) = \frac{1}{2}(1 + \theta), & \theta = 0, \\ T_1 = \frac{-1}{2}, \quad T_2 = \frac{1}{2}. \quad (A.5) \end{cases}$$
We interpolate $t$ in a similar fashion while recognizing that $t_a^i = t^i$ for $a = 1, 2, \ldots, n_{en}$:

$$t = \sum_{a=1}^{n_{en}} \sum_{i=1}^{n_m} N_a^i t_a^i = \sum_{i=1}^{n_m} N_a t^i$$

$$= \left( \sum_{a=1}^{n_{en}} N_a \right) \sum_{i=1}^{n_m} T^i = \sum_{i=1}^{n_m} T^i t^i = T^i t^i + T^2 t^2. \quad (A.6)$$

Without taking into account the special features of the space–time mesh, one would normally have to calculate the inverse of an $(n_{sd} + 1) \times (n_{sd} + 1)$ matrix in order to obtain the derivatives of the shape functions with respect to the global coordinates. Implementing the S-DSD/SST formulation would effectively reduce the problem to taking the inverse of an $n_{sd} \times n_{sd}$ matrix. Because the cost of the inverse calculation is not a trivial one, reducing the matrix to be inverted to $n_{sd} \times n_{sd}$ can result in significant computational savings. We will examine the calculations involved for $n_{sd} = 2$, or a 3D mesh in the space–time domain:

$$\begin{bmatrix}
N_{a,x}^2 \\
N_{a,y}^2 \\
N_{a,z}^2
\end{bmatrix} = \begin{bmatrix}
\xi_x \\
\xi_y \\
\xi_z
\end{bmatrix}
\begin{bmatrix}
\eta_x \\
\eta_y \\
\eta_z
\end{bmatrix}
\begin{bmatrix}
\theta_x \\
\theta_y \\
\theta_z
\end{bmatrix} = R^{ST}
\begin{bmatrix}
N_{a,x}^2 \\
N_{a,y}^2 \\
N_{a,z}^2
\end{bmatrix}, \quad (A.8)$$

$$\begin{bmatrix}
N_{a,x}^2 \\
N_{a,y}^2 \\
N_{a,z}^2
\end{bmatrix} = \begin{bmatrix}
x_{1} \\
x_{2} \\
x_{3}
\end{bmatrix}
\begin{bmatrix}
y_{1} \\
y_{2} \\
y_{3}
\end{bmatrix}
\begin{bmatrix}
t_{1} \\
t_{2} \\
t_{3}
\end{bmatrix}^{-1} = Q^{ST}^{-1}
\begin{bmatrix}
N_{a,x}^2 \\
N_{a,y}^2 \\
N_{a,z}^2
\end{bmatrix}. \quad (A.9)$$

From Eq. (A.7) $t_{1} = t_{2} = t_{3} = 0$ and $t_{4} = \frac{\alpha}{2}$. This simplifies the matrix $Q^{ST}$ as follows:

$$Q^{ST} = \begin{bmatrix}
x_{1} & y_{1} & 0 \\
x_{2} & y_{2} & 0 \\
x_{3} & y_{3} & \frac{\alpha}{2}
\end{bmatrix}. \quad (A.10)$$

Now, taking the inverse becomes as simple as taking the inverse of a $2 \times 2$ matrix, as opposed to the more complicated $3 \times 3$ matrix inverse. Similarly, a $4 \times 4$ matrix can be simplified to a $3 \times 3$ matrix. To take the inverse of a $2 \times 2$ matrix, we need to calculate the determinant of a $2 \times 2$ matrix. The determinant and inverse are written as follows:

Fig. A.1. Notation for a space–time element in S-DSD/SST formulation.
\[
\det Q^{ST} = \frac{\Delta t}{2} \det \begin{pmatrix}
x_\xi & y_\xi \\
x_\eta & y_\eta
\end{pmatrix} = \frac{\Delta t}{2} J(\xi, \eta, 0) = \frac{\Delta t}{2} J,
\]

\[
(Q^{ST})^{-1} = R^{ST} = \frac{1}{\frac{\Delta t}{2} J^2} \begin{pmatrix}
\frac{\Delta t}{2} y_\eta & -\frac{\Delta t}{2} y_\xi \\
-\frac{\Delta t}{2} x_\eta & \frac{\Delta t}{2} x_\xi \\
-x_\partial y_\eta + y_\partial x_\eta & x_\partial y_\xi - y_\partial x_\xi
\end{pmatrix} J.
\]

We can rewrite \( R^{ST} \) as

\[
R^{ST} = \begin{pmatrix}
\frac{1}{J} \left( \begin{array}{ccc}
y_\eta & -y_\xi \\
x_\eta & x_\xi \\
-x_\partial y_\eta + y_\partial x_\eta & x_\partial y_\xi - y_\partial x_\xi
\end{array} \right)
\end{pmatrix} J,
\]

and define

\[
R = \frac{1}{J} \left( \begin{array}{ccc}
y_\eta & -y_\xi \\
x_\eta & x_\xi \\
-x_\partial y_\eta + y_\partial x_\eta & x_\partial y_\xi - y_\partial x_\xi
\end{array} \right),
\]

\[
V_\xi = \frac{-x_\partial y_\eta + y_\partial x_\eta}{\Delta t^2 J}, \quad V_\eta = \frac{x_\partial y_\xi - y_\partial x_\xi}{\Delta t^2 J}.
\]

Even for \( n_{sd} = 2 \), one can see the computational-cost savings achieved by rewriting the derivative calculations for the shape functions. The improvement in efficiency would be even more substantial for \( n_{sd} = 3 \).

Let us now write the derivatives of the global coordinates with respect to the local coordinates in terms of the shape functions:

\[
x_\xi = \sum_{a=1}^{n_a} N_{a,\xi} x_a(0),
\]

\[
x_\eta = \sum_{a=1}^{n_a} N_{a,\eta} x_a(0),
\]

\[
x_\theta = \sum_{a=1}^{n_a} N_a \frac{x_a^2 - x_a^1}{2} = \sum_{a=1}^{n_a} N_a \frac{\Delta x_a}{2}.
\]

By dividing Eq. (A.18) by \( \frac{\Delta t}{2} \) and defining the nodal mesh velocity as \( V_a = \frac{\Delta x_a}{\Delta t} \) we obtain

\[
\frac{x_\theta}{\Delta t^2} = \sum_{a=1}^{n_a} N_a \frac{\Delta x_a}{\Delta t} = V,
\]

where \( V \) is the mesh velocity. We can now define \( V_\xi \) and \( V_\eta \) in terms of \( V \) and \( R \):

\[
\begin{pmatrix}
V_\xi \\
V_\eta
\end{pmatrix} = -V \cdot R.
\]

Referring back to Eqs. (A.8) and (A.13)–(A.15), we can rewrite our shape function derivatives as

\[
\nabla N_a^x = R \cdot \nabla_\xi N_a^x,
\]

\[
N_{a,\theta} = (-V \cdot R) \cdot \nabla_\xi N_a^x + \frac{2}{\Delta t} N_{a,\theta}^x.
\]
where $\nabla_\xi$ is the spatial gradient operator with respect to the local coordinates. Using Eq. (A.1), we separate the shape functions into their spatial and temporal parts as follows:

$$\nabla N_{a}^s = R \cdot (\nabla_\xi N_a)T^s,$$

(A.23)

$$N_{a,t}^s = (-V \cdot R) \cdot (\nabla_\xi N_a)T^s + \frac{2}{\Delta t}N_aT_{a,t}^s.$$  

(A.24)

By substituting $s = 1, 2$ and using Eq. (A.3) to calculate $T_{a,t}^s$, we can more explicitly write the derivatives as

$$\begin{pmatrix} \nabla N_{a,1}^s \\ \nabla N_{a,2}^s \end{pmatrix} = R \cdot (\nabla_\xi N_a) \begin{pmatrix} T_{1}^s \\ T_{2}^s \end{pmatrix},$$

(A.25)

$$\begin{pmatrix} N_{a,1,t}^1 \\ N_{a,2,t}^1 \end{pmatrix} = (-V \cdot R) \cdot (\nabla_\xi N_a) \begin{pmatrix} T_{1}^s \\ T_{2}^s \end{pmatrix} + \frac{N_a}{\Delta t} \begin{pmatrix} -1 \\ +1 \end{pmatrix}.$$  

(A.26)

It is evident that there are far fewer operations to perform than would be required for the inverse of the full $3 \times 3$ matrix.

### A.2. Calculation of element-level vectors

In addition to the savings from reformulating the shape function derivatives, there are also savings to be had by reformulating the way in which the element-level vectors are calculated. To illustrate that let us consider the numerical integration, over a space–time element, of a generic term $N_{a,1,2}$ by using the Gaussian quadrature rule:

$$\int_Q N_{a,1,2}^s y \text{d}Q = \sum_{j=1}^{n_{int}} \sum_{k=1}^{n_{int}^{sp}} \left( N_{a,1,2}^s \frac{\Delta t}{2} J \right) \bigg|_{\xi_k, \theta_j} W^{ST}_{kj}.  \tag{A.27}$$

Here $n_{int}^{sp}$ is the number of Gaussian quadrature points in space, $n_{int}$ is the number of Gaussian quadrature points in time, $\xi_k$ is $k$th Gaussian quadrature point in space, $\theta_j$ is the $j$th Gaussian quadrature point in time, and $W^{ST}_{kj}$ are the integration weights in the parent space–time domain. We will assume $n_{int}^{sp} = 2$ and use $n_{int}$ in place of $n_{int}^{sp}$. Using Eq. (A.1), we separate the shape functions into their spatial and temporal parts, and rewrite Eq. (A.27) as follows:

$$\int_Q N_{a,1,2}^s y \text{d}Q = \sum_{j=1}^{2} \sum_{k=1}^{n_{int}} \left( N_{a,1,2} \frac{\Delta t}{2} J \right) \bigg|_{\xi_k, \theta_j} W_{k}.  \tag{A.28}$$

Here $W_k$ are the integration weights in the parent spatial domain. The two integration weights in the parent time domain are both unity. Because $T^s(\theta_j)$ is independent of $\xi_k$, we can take it out of the inner summation over $k$:

$$\int_Q N_{a,1,2}^s y \text{d}Q = \sum_{j=1}^{2} \left[ \sum_{k=1}^{n_{int}} \left( N_{a,1,2} \frac{\Delta t}{2} J \right) \bigg|_{\xi_k, \theta_j} W_{k} \right] T^s(\theta_j).  \tag{A.29}$$

Expanding Eq. (A.29) helps elucidate our potential for savings:

$$\int_Q N_{a,1,2}^s y \text{d}Q = \sum_{k=1}^{n_{int}} \left( N_{a,1,2} \frac{\Delta t}{2} J \right) \bigg|_{\xi_k, \theta_1} W_{k} T^s(\theta_1) + \sum_{k=1}^{n_{int}} \left( N_{a,1,2} \frac{\Delta t}{2} J \right) \bigg|_{\xi_k, \theta_2} W_{k} T^s(\theta_2).  \tag{A.30}$$
It is clearer that now with the S-DSD/SST formulation, the terms to be integrated will need to be evaluated (at every integration point) only for each \( a = 1, 2, \ldots, n_m \) rather than for each combination of \( a = 1, 2, \ldots, n_m \) and \( x = 1, 2 \), as was done in Eq. (A.27).

Terms with a spatial differential operator acting on \( N_a^x \) can also be integrated with the help of Eq. (A.30) by simply having the same differential operator also act on \( N_a \) on the right-hand-side. For example, in integration of the term \( ((u^k \cdot \nabla) N_a^x) \), we replace \( N_a \) with \( ((u^k \cdot \nabla) N_a) = ((u^k \cdot R \cdot \nabla \xi) N_a) \) on the right-hand-side of Eq. (A.30).

We note that the terms in the brackets in Eq. (A.30), apart from \( \frac{N}{N_0} \), are numerical versions of the integrations over the parent spatial domain at time levels \( \theta_1 \) and \( \theta_2 \). If the spatial mesh consists of linear triangles or tetrahedra, we propose that those spatial integrations be performed analytically. Analytical expressions for spatial integrations over straight-edged triangles and flat-surfaced tetrahedra can be found in [45].

The previous examples were fairly straight-forward, and they represent a majority of the element-level vector calculations. However, the S-DSD/SST formulation for an integral involving the time derivative of a shape function is fundamentally different and slightly more complicated. Therefore, as another example, we consider the integration of a term involving the time-derivative of a shape function:

\[
\int_Q N_{a,x}^y \, dQ = \sum_{j=1}^{n_m} \sum_{k=1}^{n_m} \left( N_{a,x}^y \frac{\Delta t}{2} \right) \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k. \tag{A.31}
\]

Separating \( N_{a,x}^y \) will not be as simple as it was for \( N_a^x = N_a T^x \). Instead, we must refer back to Eq. (A.24). Substituting, our numerical integration becomes

\[
\int_Q N_{a,x}^y \, dQ = \sum_{j=1}^{n_m} \sum_{k=1}^{n_m} \left[ \left( -V \cdot R \right) \cdot \left( \nabla \xi N_a \right) T^x + \frac{2}{\Delta t} N_a T^x_{y} \frac{\Delta t}{2} \right] \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k. \tag{A.32}
\]

Because \( T^x(\tilde{\theta}_j) \) and \( T^x_{y}(\tilde{\theta}_j) \) are independent of \( \tilde{\xi}_k \), we can take them out of the inner summation over \( k \):

\[
\int_Q N_{a,x}^y \, dQ = \sum_{j=1}^{n_m} \left[ \sum_{k=1}^{n_m} \left( -V \cdot R \right) \cdot \left( \nabla \xi N_a \right) T^x_{y} \frac{\Delta t}{2} \right] \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] T^x(\tilde{\theta}_j)
+ \sum_{j=1}^{n_m} \left[ \sum_{k=1}^{n_m} \left( N_a T^x_{y} \frac{\Delta t}{2} \right) \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] \frac{2}{\Delta t} T^x_{y}(\tilde{\theta}_j). \tag{A.33}
\]

We already know the values of \( T^x_{y}(\tilde{\theta}_j) \) from Eq. (A.3), and once we substitute \( j = 1, 2 \), we are left with an expanded equation comparable to Eq. (A.30):

\[
\int_Q N_{a,x}^y \, dQ = \left[ \sum_{k=1}^{n_m} \left( -V \cdot R \right) \cdot \left( \nabla \xi N_a \right) T^x_{y} \frac{\Delta t}{2} \right] \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] T^x(\tilde{\theta}_1)
+ \left[ \sum_{k=1}^{n_m} \left( N_a T^x_{y} \frac{\Delta t}{2} \right) \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] \frac{(-1)^x}{\Delta t}
+ \left[ \sum_{k=1}^{n_m} \left( -V \cdot R \right) \cdot \left( \nabla \xi N_a \right) T^x_{y} \frac{\Delta t}{2} \right] \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] T^x(\tilde{\theta}_2)
+ \left[ \sum_{k=1}^{n_m} \left( N_a T^x_{y} \frac{\Delta t}{2} \right) \bigg|_{\tilde{\xi}_a, \tilde{\xi}_b} W_k \right] \frac{(-1)^x}{\Delta t}. \tag{A.34}
\]
A.3. Calculation of element-level matrices

The savings to be had by reformulating the way in which the element-level matrices are calculated are even more substantial. To show that let us consider the numerical integration, over a space–time element, of a generic term \( N_a^\beta N_{k,y}^\gamma \):  

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{j=1}^{n_{\text{int}}^d} \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_{k_j}^{ST}, \quad a, b = 1, \ldots, n_{en}, \quad \alpha, \beta = 1, 2. \tag{A.35}
\]

As was done for the element-level vectors, we will assume \( n_{\text{int}}^d = 2 \) and use \( n_{\text{int}}^p \) in place of \( n_{\text{int}}^p \). Using Eq. (A.1), we separate the shape functions into their spatial and temporal parts, and rewrite Eq. (A.35) as follows:

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{j=1}^{n_{\text{int}}^d} \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k. \tag{A.36}
\]

Because \( T^\alpha(\tilde{\vartheta}_j)T^\beta(\tilde{\vartheta}_j) \) is independent of \( \tilde{\xi}_k \), we can take it out of the inner summation over \( k \):

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{j=1}^{n_{\text{int}}^d} \left[ \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k \right] T^\alpha(\tilde{\vartheta}_1)T^\beta(\tilde{\vartheta}_1). \tag{A.37}
\]

Expanding Eq. (A.37) helps elucidate our potential for savings:

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k \right] T^\alpha(\tilde{\vartheta}_1)T^\beta(\tilde{\vartheta}_1) \\
+ \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k \right] T^\alpha(\tilde{\vartheta}_2)T^\beta(\tilde{\vartheta}_2). \tag{A.38}
\]

With the S-DSD/SST formulation, the terms to be integrated will need to be evaluated (at every integration point) only for each combination of \( a = 1, 2, \ldots, n_{en} \) and \( b = 1, 2, \ldots, n_{en} \) rather than for each combination of \( a = 1, 2, \ldots, n_{en} \) and \( b = 1, 2, \ldots, n_{en} \) and \( \alpha = 1, 2 \) and \( \beta = 1, 2 \), as was done in Eq. (A.35). For the element-level matrices, we cut the number of evaluations at integration points by a factor of four, whereas for the element-level vectors, we halve the number of evaluations.

Integration of terms involving the time derivative of a shape function is, again, fundamentally different and slightly more complicated. Therefore, as another example, we consider the integration of a term involving the time-derivative of a shape function:

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{j=1}^{n_{\text{int}}^d} \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta N_{k,y}^\gamma \frac{\Delta t}{2} J \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k. \tag{A.39}
\]

From Eq. (A.24), our numerical integration becomes:

\[
\int_Q N_a^\beta N_{k,y}^\gamma \, dQ = \sum_{j=1}^{n_{\text{int}}^d} \sum_{k=1}^{n_{\text{int}}^d} \left( N_a^\beta \left( -\nabla \cdot R \right) \cdot \left( \nabla \xi N_h \right) T^\beta + \frac{2}{\Delta t} N_h T_{\beta \gamma}^\gamma \right) \bigg|_{\xi_j, \bar{\eta}_j} W_k. \tag{A.40}
\]

Because \( T^\alpha(\tilde{\vartheta}_j)T^\beta(\tilde{\vartheta}_j) \) and \( T^\alpha(\tilde{\vartheta}_j)T^\beta(\tilde{\vartheta}_j) \) are independent of \( \tilde{\xi}_k \), we can take them out of the inner summation over \( k \):
\[ \int_{Q} N_{a}^{\beta} N_{b}^{\delta} y \, dQ = \sum_{j=1}^{2} \left[ \sum_{k=1}^{n_{m}} \left( N_{a}(-V \cdot R) \cdot (\nabla_{\vec{x}} N_{b})_{y} \frac{\Delta t}{2} J \right) \bigg|_{\vec{x}, \hat{y}} W_{k} \right] T^{\alpha}(\tilde{\theta}_{j}) T^{\beta}(\tilde{\theta}_{j}) + \sum_{j=1}^{2} \left[ \sum_{k=1}^{n_{m}} \left( N_{a} N_{b} y \frac{\Delta t}{2} J \right) \bigg|_{\vec{x}, \hat{y}} W_{k} \right] T^{\alpha}(\tilde{\theta}_{j}) \frac{1}{\Delta t} T^{\beta}(\tilde{\theta}_{j}). \]  

We already know the values of \( T^{\alpha}(\tilde{\theta}_{j}) \) from Eq. (A.3), and once we substitute \( j = 1, 2 \) we are left with an expanded equation comparable to Eq. (A.38):

\[ \int_{Q} N_{a}^{\beta} N_{b}^{\delta} y \, dQ = \sum_{k=1}^{n_{m}} \left( N_{a}(-V \cdot R) \cdot (\nabla_{\vec{x}} N_{b})_{y} \frac{\Delta t}{2} J \right) \bigg|_{\vec{x}, \hat{y}} W_{k} \right] T^{\alpha}(\tilde{\theta}_{1}) T^{\beta}(\tilde{\theta}_{1}) + \sum_{k=1}^{n_{m}} \left( N_{a} N_{b} y \frac{\Delta t}{2} J \right) \bigg|_{\vec{x}, \hat{y}} W_{k} \right] T^{\alpha}(\tilde{\theta}_{1}) \frac{1}{\Delta t} T^{\beta}(\tilde{\theta}_{2}) + \sum_{k=1}^{n_{m}} \left( N_{a} N_{b} y \frac{\Delta t}{2} J \right) \bigg|_{\vec{x}, \hat{y}} W_{k} \right] T^{\alpha}(\tilde{\theta}_{2}) \frac{1}{\Delta t} T^{\beta}(\tilde{\theta}_{2}). \]  
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